
University of Northern Colorado University of Northern Colorado 

UNCOpen UNCOpen 

Dissertations Student Work 

8-2024 

The Development and Content Validity of an Assessment The Development and Content Validity of an Assessment 

Instrument in Simulation for Advanced Practice Provider Instrument in Simulation for Advanced Practice Provider 

Fellowship Programs: An Exploratory Study Fellowship Programs: An Exploratory Study 

Olivia Nicastro 
University of Northern Colorado 

Follow this and additional works at: https://digscholarship.unco.edu/dissertations 

Recommended Citation Recommended Citation 
Nicastro, Olivia, "The Development and Content Validity of an Assessment Instrument in Simulation for 
Advanced Practice Provider Fellowship Programs: An Exploratory Study" (2024). Dissertations. 1102. 
https://digscholarship.unco.edu/dissertations/1102 

This Dissertation is brought to you for free and open access by the Student Work at UNCOpen. It has been 
accepted for inclusion in Dissertations by an authorized administrator of UNCOpen. For more information, please 
contact Nicole.Webber@unco.edu. 

https://digscholarship.unco.edu/
https://digscholarship.unco.edu/dissertations
https://digscholarship.unco.edu/students
https://digscholarship.unco.edu/dissertations?utm_source=digscholarship.unco.edu%2Fdissertations%2F1102&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digscholarship.unco.edu/dissertations/1102?utm_source=digscholarship.unco.edu%2Fdissertations%2F1102&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:Nicole.Webber@unco.edu


 
 

 

 

UNIVERSITY OF NORTHERN COLORADO 

Greeley, Colorado 

The Graduate School 

 

 

THE DEVELOPMENT AND CONTENT VALIDITY OF AN  

ASSESSMENT INSTRUMENT IN SIMULATION FOR  

ADVANCED PRACTICE PROVIDER FELLOWSHIP  

PROGRAMS: AN EXPLORATORY STUDY 

 

 

 

A Dissertation Submitted in Partial Fulfillment 

of the Requirements for the Degree of 

Doctor of Philosophy 

 

 

 

Olivia Nicastro 

 

 

 

 

 

 

 

 

College of Natural and Health Sciences 

School of Nursing 

Nursing Education  

 

August 2024  



 
 

 

 

 

 

 

This Dissertation by: Olivia Nicastro 

 

Entitled: The Development and Content Validity of An Assessment Instrument in Simulation for 

Advanced Practice Provider Fellowship Programs: An Exploratory Study 

 

has been approved as meeting the requirements for the Degree of Doctor of Philosophy in the 

College of Natural and Health Sciences in the School of Nursing, Nursing Education program  

 

 

Accepted by the Doctoral Committee 

 

 

_______________________________________________________ 

Kathleen Dunemn, Ph.D., APRN, CNM, Research Advisor  

 

 

_______________________________________________________ 

Michael Aldridge, Ph.D., RN, CNE, Committee Member 

 

 

_______________________________________________________ 

Kathy Casey Ph.D., RN, NPD-BC, FAAN, Committee Member 

 

 

_______________________________________________________ 

Natalie Pool, Ph.D., RN, Committee Member  

 

 

_______________________________________________________ 

Jean Kirshner, Ph.D., Faculty Representative 

 

 

Date of Dissertation Defense ____________________________________ 

Accepted by the Graduate School 

 

___________________________________________  

Jeri-Anne Lyons, Ph.D. 

Dean of the Graduate School 

Associate Vice President for Research



iii 
 

 

 

 

 

 

ABSTRACT 

 

Nicastro, Olivia. The Development and Content Validity of An Assessment Instrument in 

Simulation for Advanced Practice Provider Fellowship Programs: An Exploratory Study. 

Published Doctor of Philosophy dissertation, University of Northern Colorado, 2024. 

 

Advanced practice provider (APP) fellowship programs are comprehensive programs 

designed for physician assistants (PAs) and nurse practitioners (NPs) to acquire the necessary 

knowledge and skills to deliver safe, high-quality care in their specialized areas of practice 

(Advanced Practice Provider Fellowship Accreditation TM, 2023). An APP fellowship program’s 

mission is to guide the APP fellow to an expected level of confidence in meeting core 

competencies within a specific specialty (Klimpl et al., 2019; Reville & Foxwell, 2021). The 

assessment of competence is often a complex process. Simulation has become a learning 

modality across the globe in medical, nursing, and pharmacy in undergraduate, graduate, and 

post-graduate training to manage the most complex clinical situations (Padilha et al., 2018; 

Seybert et al., 2019; Weersink et al., 2019). As APP fellowship programs germinate, there is a 

growing need to provide a valid instrument to measure competence within simulation. Advanced 

practice provider fellowship programs utilize structured simulation as an assessment 

methodology of clinical competence. Faculty of these programs must have access to a valid 

instrument to provide both formative and summative assessments to APP fellows. 

The International Nursing Association for Clinical and Simulation Learning (2021) 

provided standards of best practice for patient simulation training including evaluation of 

learning and performance with the utility of a valid, reliable instrument. The purpose of this 

exploratory study was to design, develop, and assess the content validity index of a modified 
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Advanced Practice Provider Queen’s Simulation Assessment Tool (APP-QSAT) based on best 

evidence and resources available for the assessment of a simulation activity for APPs within a 

fellowship program. 

This research study had the opportunity to review data from nine content experts within 

the field of simulation. The exploratory nature was appropriate due to no published instrument 

that specifically addressed the population of APPs within an acute care setting could be 

discovered. The APP-QSAT consists of the following domains: primary assessment, diagnostic 

actions, therapeutic actions, communication, and overall performance. Thirty items were 

analyzed by nine content experts on a 4-point Likert scale from 1—Not at all relevant/clear to 

4—Very relevant/clear on the content validity index tool. After two rounds of content validation 

with the nine content experts, the APP-QSAT demonstrated having excellent content validity 

with an item-level content validity index of 1.00. A modified kappa of 1.00 was also analyzed to 

exclude chance agreement among the content experts.  

The APP-QSAT is a modifiable template designed to measure competence for APPs in 

acute care settings, particularly within APP fellowships. The APP-QSAT aims to capture the full 

spectrum of clinical competence including not only technical skills but also critical thinking, 

decision-making, communication, and interprofessional collaboration. Limitations of the study 

reflected the lack of reliability studies performed on the APP-QSAT and was a small sample 

population of content experts. Despite the limitations, this study provided a valid instrument to 

provide formative and summative assessments for learners. 
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CHAPTER I 

INTRODUCTION TO THE STUDY 

The assessment of competence is a complex process. As advanced practice provider 

(APP) fellowship programs germinate, there is a growing need to provide an instrument that is 

valid to measure competence. Advanced practice provider clinical competence uses structured 

simulation as an assessment methodology. An advanced practice provider fellowship program’s 

mission is to guide the APP fellow to an expected level of confidence in meeting core 

competencies within a specific specialty (Klimpl et al., 2019; Reville & Foxwell, 2021). Planned 

assessment of competence can provide feedback to learners, improve teaching and learning 

processes, and navigate APP fellows to the desired outcomes of the program (Billings & 

Halstead, 2016). Faculty of these programs must have access to a valid instrument to provide 

both formative and summative assessments to APP fellows. The proposed research presented 

here will be an exploration into the development and evaluation of content validity of an 

evidence-based instrument for the assessment of clinical competence in simulation for APP 

fellowship programs. Based on a literature review of validated instruments for the assessment of 

clinical competence, Hall et al.’s (2015) Queen’s Simulation Assessment Tool (QSAT) was 

found to be in alignment with the practices of APPs functioning in acute care settings (see 

Appendix A). Permission to use the QSAT was granted by the publisher (see Appendix B). A 

modified instrument, the APP-QSAT (see Appendix C) was developed for both formative and 

summative assessment of APPs in simulation. Appendix D provides permission from Hall et al. 
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to modify the QSAT. This chapter provides a background of the study, the significance of the 

study, the problem statement, research questions, and definition of terms. 

Background of the Study 

Advanced practice provider fellowship programs are comprehensive programs designed 

for physician assistants (PAs) and nurse practitioners (NPs) to acquire the necessary knowledge 

and skills to deliver safe, high-quality care in their specialized areas of practice (Advanced 

Practice Provider Fellowship Accreditation  [APPFA], 2023). Upon graduation, NPs and PAs 

function as fully capable practitioners, often assuming a workload similar to that of their 

physician colleagues, particularly in underserved regions (Glicken & Miller, 2013; Morgan et al., 

2012; National Council of State Boards of Nursing, 2022). Nurse practitioners and PAs typically 

hold at least a master's degree and can also possess a doctorate (American Association of Nurse 

Practitioners, 2020; Valentin, 2019). In hospitals, the term ‘APP’ is commonly used to refer to 

both NPs and PAs as their job descriptions and roles might be identical. 

An APP fellowship program serves as a transition-to-practice model, offering an 

intensive clinical immersion. Fellowship programs range from 50-70 hours of weekly clinical 

practice along with ongoing didactic sessions; this structured platform aims to provide advanced 

[critical care] knowledge and skills (Grabenkort et al., 2019). The fellowship includes rotations 

through various specialty and subspecialties, supported by protected didactic days that may 

incorporate simulation activities. The duration of an APP fellowship program can range from 9 

to 18 months, and it is a precepted program with dedicated practicum and didactic components 

(APPFA, 2023). Direct clinical practice is a central focus of fellowships. In addition to the 

required attainment of competencies at the graduate level, fellowships offer additional clinical 

hours in complex specialty settings and multidisciplinary didactics. These programs have shown 
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to enhance critical thinking, competency, and retention among advanced practice nurses (White 

et al., 2021). The Institute of Medicine (2011) Future of Nursing report recommends the 

expansion of NP fellowship programs to facilitate the transition into practice. Didactic days 

within fellowships provide an opportunity for reflection, connection with other professionals, 

and the extension of communication, confidence, and critical thinking competencies (Popkess & 

Frey, 2016). Simulation activities play a significant role in the didactic portion of these 

programs. 

An APP fellowship program is a postgraduate training, often interchangeable with 

residency. As recommended by the Institute of Medicine (2011), enhancing clinical education 

requires sophisticated clinical faculty, curricula, and training sites (Mundinger & Carter, 2019, p. 

61). Currently, academic institutions and healthcare organizations worldwide are implementing 

APP fellowship programs. “Healthcare professions, such as medicine, pharmacy, podiatry, and 

optometry, have long recognized the importance of a training period under the guidance of 

experienced clinical experts for novice clinicians” (Furze et al., 2016, p. 950). 

Simulation, particularly objective structured clinical examinations (OSCEs), has been 

instrumental in evaluating learners in medical schools, serving as both formative and summative 

assessments of procedural and clinical skills (Akhigbe, 2018). Graduation from medical 

education often requires a passing OSCE and APP fellowships can align with this benchmark 

(Chisnall et al., 2015). The proposed APP-QSAT assessment instrument aimed to employ a 

similar method of formative and summative assessment for clinical competence of APP fellows. 

As Akhigbe (2018) emphasized, it is not enough to possess knowledge; the application of that 

knowledge is key. Accrediting bodies of these programs uphold high standards of best practices, 

and the proposed tool underwent a content validation assessment.   



 4 

Significance of the Study 

Traditionally and formerly, the development of psychomotor skills has been mastered by 

the old adage ‘see one, do one, teach one’ (Al-Elq, 2010). This apprenticeship-style of learning is 

no longer acceptable regarding the quality care and safety of patients (Al-Elq, 2010; Reardon, 

2019). Simulation-based learning enhances psychomotor skills and helps develop cognitive skills 

with opportunity to reflect on their attitudes, thus leading to greater safety for patients (dos 

Santos Almeida et al., 2018). Advanced practice provider programs are similar to many medical 

and pharmacy fellowships as multiple assessments are collected of learners’ work with more 

than one process that can demonstrate learner competence (Nousiainen et al., 2016; Premalatha, 

2019). Assessment refers to gathering of data to determine progress and provide guidance toward 

attaining the desired outcomes (Billings & Halstead, 2016). There remains ongoing debate about 

the effectiveness of testing utilizing multiple choice questions, short answers, and essay formats 

(Hift, 2014; Puthiaparampil & Rahman, 2020; Sam et al., 2018).  

Simulation-based assessments have gained momentum as educators see the potential to 

assess areas of learning through a platform where learners demonstrate their translation of 

knowledge in a practice setting (Everett et al., 2013; Ryall et al., 2016). Simulation is one 

accepted avenue for the assessment for a learner. This study explored the development and 

content validity of an instrument to capture formative and summative assessments of learners 

within a simulation scenario. The development and validity of an instrument might also aid APP 

fellowship programs for accreditation standards. Simulation has become a learning modality 

across the globe in medical, nursing, and pharmacy in both undergraduate, graduate, and post-

graduate training to manage the most complex clinical situations (Padilha et al., 2018; Seybert et 

al., 2019; Weersink et al., 2019). An available valid and reliable assessment instrument to 
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standardize simulation in APP fellowship programs could not be located (Hagel et al., 2016; Hall 

et al., 2015; Weersink et al., 2019). 

The Problem Statement 

Assessment encompasses a variety of techniques including tests, ratings, and 

observations designed to assign a score that represents the degree of a predefined trait an 

individual possesses (McDonald, 2018). Simulation is based on objectives and important features 

include fidelity, problem solving, student support, and debriefing to guarantee the planning, 

implementation, and assessment of the entire simulation process (dos Santos Almeida et al., 

2018; Jeffries et al., 2015). “A measurement instrument is objective only if it is confined to 

assigning a number or a rating to a learner's characteristics based on predefined objective 

evidence” (McDonald, 2018, p. 10). There is no valid, reliable instrument to assess competence 

within simulation for APPs. With simulation, assessment instruments for a learner’s competency 

are especially important for a hands-on profession. As APP fellowships are post graduate 

training, it is necessary to utilize an instrument in simulation that goes beyond the graduate level 

of computer knowledge-based licensing examination (Shinnick & Woo, 2020). A 

comprehensive, valid assessment instrument could help provide an assessment instrument to 

standardize APP fellowship programs that incorporate simulation. 

Purpose of the Study 

The purpose of this exploratory study was to design, develop, and assess the content 

validity index of the developed instrument based on best evidence and resources available for the 

assessment of a simulation activity for APPs within a fellowship program. 
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Research Questions 

The following research questions were explored in this study: 

Q1  What should be the essential components of the developed APP-QSAT for the 

assessment of competence in simulation for APPs within a fellowship program?  

 

Q2  What is the content validity index (CVI) for the developed APP-QSAT calculated 

for the completed instrument as rated by the content experts? 

 

Definition of Terms 

 

Advanced Practice Providers. Interdisciplinary advanced practice professionals who are trained 

at the graduate level and certified by national organizations. This umbrella term includes 

both a nurse practitioner and a physician assistant (Sarzynski & Barry, 2019). 

Advanced Practice Provider Fellowship. A post graduate training program for APPs with a 

focus on varied specialties provided by hospital-based institutions. These programs might 

vary from nine months to one year (APPFA, 2023).  

Assessment. Gathering of data to determine progress and provide guidance toward attaining the 

desired outcomes (Billings & Halstead, 2016). 

Augmented Reality. Technology that combines real-world environment with the human senses 

and virtual imagery information. 

Competence. Competence “entails more than the possession of knowledge, skills and attitudes; 

it requires the ability to apply these in the clinical environment to achieve optimal 

results” (Ten Cate et al., 2010, p. 669). 

Competency-Based Education. “… inherently anchored to the outputs of an educational 

experience versus the inputs of the educational environment and system” (American 

Association of Colleges of Nursing, 2021, p. 4). 

Content Validity Index. “The content validity score calculated for the complete instrument” 

(Gray et al., 2017, pp. 466 467).  
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Evaluation. A process of “gathering and appraising data or placing a value on data gathered 

through one or more measurements” (Billings & Halstead, 2016, p. 385). It is often 

performed at the end of an activity, course, or program; usually results with a final grade 

(Billings & Halstead, 2016). 

Face Validity. “Refers to whether the instrument looks like it is measuring the target content” 

(Polit & Beck, 2021, p. 322). 

Medical Professionals. A term of reference for any member of the medical community 

including, pharmacists, physicians, nurse practitioners, physician assistants, emergency 

medicine technicians, paramedics, and nurses. 

Novice Advanced Practice Provider. A newly graduated advanced practice professional within 

their first year of the role and includes a nurse practitioner or a physician assistant. 

Nurse Practitioner.  A person who treats and diagnoses illnesses, advises the public on health 

issues, manages chronic disease, and engages in continuous education to remain ahead of 

any technological, methodological, or other developments in the field (American Nurses 

Association, n.d.). A nurse practitioner holds at least a master’s degree in addition to the 

initial nursing education and licensing required for all registered nurses (American 

Nurses Association, n.d.).  

Objective Structured Clinical Examination (OSCE). Objective structured clinical 

examinations are very helpful in medical education because they allow a student to 

practice and demonstrate clinical skills in a standardized medical scenario. “Clinical 

interactions (in-person or virtual) with standardized patients: counseling, examination, 

history taking, examination of mannequins and interpretation of findings, computerized 
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cases, test Interpretation, order writing” (University of Washington School of Medicine, 

2023, p. 1).  

Patient Simulator. A lifelike, anatomically correct, computer-driven mannikin with physiologic 

responses that mimic real patients. High or low fidelity manikins are controlled by 

instructors to create a structured learning environment in a clinically realistic setting 

where learning can take precedence over patient care (Maxworthy et al., 2023, p. 909).   

Physician Assistant or Physician Associate. A licensed clinician who practices medicine who 

can diagnose illness, develop, and manage treatment plans, and prescribe medications 

(American Academy of Physician Associates, 2023).  

Post Graduate Training Program. For the purpose of this study, this term encompassed the 

terms residency or fellowship programs for APPs, physicians, pharmacists. For APP 

residency, see Advanced Practice Provider Fellowship. 

Simulation. “The imitative representation of the functioning of one system or process by means 

of the functioning of another” (Merriam-Webster, 2023, n.p.).  

Simulationist. A person who advances healthcare simulation practice with the use of tools, 

techniques, events, experiences, and methodologies (Park et al., 2020). 

Standardized Patients. Interchangeable with standardized ‘simulated patient’ or ‘simulated 

person.’ Defined as a person formally trained to simulate a set of symptoms or problems 

used for healthcare education, evaluation, and research (Maxworthy et al., 2023, p. 923). 

Task Trainer. “A model that represents a part or a region of the body such as an arm or 

abdomen. These devices are used to teach manual skills to support procedural 

skills training” (Kiernan, 2018, p. 46). 
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Transition to Practice. “Planned, comprehensive periods of time during which registered nurses 

can acquire the knowledge and skills to deliver safe, quality care in a specific clinical 

setting” (American Nurses Credentialing Center [ANCC], 2020, p. 2). 

Validity. Validity “of an instrument determines the extent to which it actually reflects or is able 

to measure the construct being examined” (Gray et al., 2017, p. 393).  

Virtual Reality. The use of computer technology to create an interactive, immersive three-

dimensional world in which objects have a sense of spatial presence. Often refers to the 

three-dimensional head-mounted display in which the virtual world is projected. Virtual 

environment and virtual world are synonyms (Maxworthy et al., 2023). 

Summary 

 
 This chapter described the study including the background, significance, and problem 

statement. Definitions of key terms used in the study were included in this chapter. Validity 

assessment of the developed APP-QSAT instrument could contribute to APP fellowship 

programs, aiding the standardization of assessments for APP fellows. This study is the 

foundation to inform future iterations of the modified instrument, reassessment of validity, and 

the establishment of the instrument’s reliability.  
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CHAPTER II 

LITERATURE REVIEW 

The purpose of this exploratory study was to design, develop, and assess the content 

validity index of the developed instrument based on best evidence and resources available for the 

assessment of a simulation activity for advanced practice providers (APPs) within a fellowship 

program. This chapter presents the search strategy, theoretical frameworks, discussion of 

relevant findings of clinical competence in healthcare, competency-based education in 

simulation, validated assessment instruments within simulation, best practices of simulation, 

identification of gaps, and the development process of an instrument. An additional purpose of 

this literature review is to discover the necessary components for instrument development that 

assesses competence in simulation settings. According to Garrard (2020), the purpose of a 

literature review is become so familiar with the literature that you have ownership. Ownership of 

literature is aimed at becoming an expert on published research relevant to a particular 

phenomenon (assessment of competence in simulation for APP) through processes of analysis, 

dissection, and synthesis (Garrard, 2020).  

Search Strategy 

The databases used for the literature review included the Cumulative Index to Nursing 

and Allied Health Literature (CINAHL), PubMed, MEDLINE, Google Scholar, and ProQuest 

Dissertation databases. Studies were also found by searching the references of other literature. 

The following subject headings were used: ‘best practices in simulation,’ ‘simulation based 

learning,’ ‘simulation training,’ ‘healthcare simulation,’ ‘competency based education in 
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simulation,’ ‘assessment of competence,’ ‘instrument development for assessment in simulation,’ 

‘advanced practice provider residency program with simulation,’ and ‘advanced practice 

provider fellowship program with simulation.’ Inclusion criteria were (a) peer-reviewed articles 

from scholarly journals, (b) publications in the English language, (c) and studies that involved 

data about healthcare simulation training. Exclusionary criteria were (a) studies outside the 

healthcare field, (b) studies solely focused on procedural skills in simulation, and (c) studies that 

solely focused on augmented reality (AR) and virtual reality (VR) in simulation. 

Theoretical Frameworks  

Miller's (1990) assessment of competence theory provided a pyramid model (see Figure 

1) for assessing clinical competence at four levels: knows, knows how, shows how, and does. 

Each level represents a different aspect of clinical performance and knowledge, and assessing 

competence at each level is crucial for accurate evaluation. The development of an instrument 

that aligns with Miller's theory is essential to ensure the assessment tool adequately measures the 

different dimensions of competence. By examining the development of an instrument through 

the lens of Miller's theory, researchers can ensure the instrument captures the breadth and depth 

of clinical competence. This alignment is critical for promoting effective assessment practices 

and ultimately enhancing patient care. Each level of the pyramid is explored in detail and 

emphasis on the significance of assessing competence at each stage. 
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Figure 1  

Assessment of Competence Theory 

        
Note. Reprinted with permission (see Appendix E). Hecker, K. G., Norris, J., & Coe, J. B. 

(2012). Workplace-based assessment in a primary-care setting. Journal of Veterinary Medical 

Education, 39(3), 229-240. 

 

In the first level, ‘the knows’ level, learners are evaluated on their knowledge and 

understanding of the subject matter (Miller, 1990). This includes the acquisition of information, 

theoretical concepts, and procedural guidelines. Moving up to the ‘knows how’ level, learners 

are assessed on their ability to apply their knowledge in practical situations. This level focuses on 

the ability of acquiring information, analyze and interpret data and translate into a diagnostic 

plan, demonstrating critical thinking skills (Miller, 1990). The ‘shows how’ level evaluates 

learners' proficiency in performing clinical tasks and procedures. This level involves not only the 

technical aspects of performance but also the ability to effectively communicate and interact with 
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patients and healthcare colleagues (Miller, 1990). Finally, the ‘does’ level measures learners' 

ability to deliver high-quality patient care independently and consistently. This level assesses the 

learner's capability to manage complex cases, make sound clinical judgments, and act 

autonomously in various clinical scenarios (Miller, 1990). The significance of Miller's 

assessment of competence theory lies in its ability to comprehensively assess learners' clinical 

competence across different dimensions, ensuring a holistic assessment approach that aligns with 

the demands of clinical practice (Miller, 1990). 

Developing an instrument based on these assessments is essential as they capture 

different levels of clinical competence and provide an accurate representation of a healthcare 

professional's capabilities in their practice. Evidence in literature indicated that researchers 

emphasized the importance and validity of each level of assessment within the pyramid model 

Al-Eraky & Marei, 2016; Miller, 1990; Singh & Modi, 2013). This comprehensive approach to 

assessment ensures that healthcare professionals are fully competent in delivering the highest 

level of care. 

Additionally, the assessment of teams within simulation at the 'does' level offers a 

paradigm shift in assessment from competitive ranking to norming and performing as teams, 

emphasizing the importance of collaboration and teamwork in healthcare settings. Assessing 

teams at this level acknowledges the significance of collaboration and teamwork in healthcare 

settings. This approach promotes a paradigm shift in assessment, moving away from competitive 

ranking and toward norming and performing as teams. By evaluating teams in this way, the 

assessment process highlights the importance of collective effort and cooperation, key traits in 

delivering quality healthcare. This has significant implications for healthcare education and 

training as it allows for the identification of areas where learners may require further 
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development and supports the delivery of high-quality patient care (Al-Eraky & Marei, 2016; 

Forsman et al., 2020; Miller, 1990; Ramani & Leinster, 2008; Singh & Modi, 2013). 

Optimal methods for scoring encounters with standardized patients require reaching 

agreement on what aspects of the encounter to observe and how to combine and weight these 

observations to yield meaningful scores (Miller, 1990). Assessment in simulation provides a 

setting to focus on evidence based objectives and outcomes. Whereas assessing clinical 

competence in the context of clinical setting poses several challenges. One of the primary 

challenges is the lack of standardization in the clinical setting. Different institutions and 

educators may have varying methods and criteria for assessing clinical performance, resulting in 

inconsistent evaluations (Miller, 1990). This lack of standardization can lead to inequitable 

assessments and hinder the development of a comprehensive understanding of students' clinical 

competence. Furthermore, the sampling and observation of performance in clinical settings are 

often limited and infrequent. Due to time constraints and other practical considerations, 

educators may not have ample opportunities to directly observe students' clinical encounters and 

provide timely feedback. This limited sampling can be detrimental to the accurate assessment of 

clinical competence as it may not capture a full and representative picture of learners' abilities. 

Given these challenges, it is crucial to assess clinical competence at multiple levels. A 

comprehensive assessment should go beyond the mere acquisition of knowledge and skills and 

encompass other dimensions such as critical thinking, communication, professionalism, and 

ethical decision-making. By assessing learners' clinical competence at multiple levels, which can 

be performed within simulation activities, educators can gain a more holistic understanding of 

their abilities and better prepare them for the complex demands of clinical practice (Al-Eraky & 

Marei, 2016; Miller, 1990; Ramani & Leinster, 2008). 
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Another philosophical framework incorporated into the modified Advanced Practice 

Provider-Queen’s Simulation Assessment Tool (APP-QSAT) was Benner’s (1982) novice to 

expert theory to guide the educator to assess the level of the learner. As Miller’s (1990) pyramid 

depicts the learner moving from novice to expert, Benner’s depictions of the learner increasing 

nontechnical skills aligns with this framework. An APP fellowship program provides a year-long 

program for transition to practice where Benner’s theory of novice to expert guides the 

competencies for the participants.  This theory is adapted from the Dreyfus Model of Skill 

Acquisition, development of a skill, one journey through five levels of proficiency (Benner, 

1982, p. 402). The American Nurses Credentialing Center (ANCC) program, Practice Transition 

Accreditation Program, and the APPFA adopted “Benner’s theory as the backbone of the 

conceptual model, which aids organizations to create a robust, evidence-based transition-to-

practice program” (Church et al., 2019, p. 174). Benner’s novice to expert theory is a middle-

range theory.  The most salient interest in Benner’s work is the value of both the didactic and 

experiential learning. “The Dreyfus model is developmental, based on situated performance and 

experiential learning” (Benner, 2004, p. 196). This is a key component for the purpose of 

developing an instrument to assess APP fellows in a simulation activity as an aspect of the 

didactic sessions.  

As Benner (1982) depicts the competent stage, one to two years, where the [learner] can 

transition to the “upper limits of competent performance, the nurse may begin to apprehend the 

limits of formal and practical knowledge. Experience teaches the proficient [learner] what typical 

events to expect in a given situation and how to modify plans in response to these events” (p. 

405). Benner’s theory focuses on how one learns—how one moves from novice to expert. 

Competence is acquired through a process and over time. As the fellowship program is only a 
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year long, the goal is to transition the APP fellow beyond the competency level and move into 

the proficiency level with consistent experiential practice throughout the program. 

Discussion of Relevant Findings 

 

Clinical Competence 

There have been several iterations of competency within the healthcare community. The 

word “competency” is “the ability to do something successfully or efficiently” (Cambridge 

Dictionary, 2023, n.p.). Competency is the integration of knowledge, skills, values, and attitudes  

(Pijl-Zieber et al., 2014). Competence “entails more than the possession of knowledge, skills and 

attitudes; it requires the ability to apply these in the clinical environment to achieve optimal 

results” (Ten Cate et al., 2010, p. 669). An APP deemed competent is one that reflects the ability 

to take actions that are successful. This section discusses the literature on clinical competence, 

competency-based education (CBE) in simulation, its history, the assessment of competence in 

simulation with validated instruments, an acknowledgment of the growing use of entrustable 

professional activities (EPAs) for assessment of competence, and best practices of simulation. 

Clinical competence comprises several key components healthcare professionals must 

possess to deliver high-quality care: a solid foundation of knowledge, encompassing factual 

information, conceptual understanding, and procedural knowledge (Premalatha, 2019). In 

addition to knowledge, the development of clinical competence also relies on the acquisition of 

various skills, both technical and non-technical. Technical skills refer to the practical abilities 

required to perform specific procedures or tasks, while non-technical skills, such as 

communication and teamwork, are vital for effective collaboration and patient-centered care 

(Rekman et al., 2016). Attitudes including professionalism, empathy, and ethical behavior are 

also integral to clinical competence as they shape interactions with patients and contribute to 
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overall patient outcomes (Premalatha, 2019). In practice, clinical competence is demonstrated 

through the application of knowledge, skills, and attitudes in real-world patient care settings. 

This includes the ability to make sound clinical decisions, communicate effectively with patients 

and healthcare teams, and adapt to various clinical situations (Premalatha, 2019; Rekman et al., 

2016). Various definitions of clinical competence have been proposed in the literature, 

highlighting the multidimensional nature of this concept.  

In nursing, clinical competence has been defined as “the ability to perform clinical tasks 

as the application of skill, knowledge, characteristics, and attitude, measure as behavior, and as 

the skills to fulfill the tasks” (Gunawan et al., 2020, p. 624). The World Health Organization 

(2018) ascertained that clinical competence is the culmination of “skills, knowledge and 

behaviour of the health worker as assessed according to professional norms (or other guiding 

standards) and as perceived by users” (p. 5). This requires the healthcare professional to look to 

their governing bodies. The Accreditation Council for Graduate Medical Education (2020) does 

not provide a clear definition of clinical competence but rather delineates the measurements of 

competence of medical residents with milestones within sub-competencies of system-based 

practice, patient care, medical knowledge, practice-based learning and improvement, 

professionalism, and interpersonal and communication skills.  

Benner’s (1982) novice to expert theory states that the competent nurse is still in the 

middle range, can function safely, sees their actions as long-range goals, but lacks the flexibility 

to reach proficiency. More years of experience are required to develop through the stages of 

competence to expert according to Benner. However, other factors contribute to the growth of a 

clinician’s clinical competence. There was little discussion in the literature discussing the factors 

that might influence clinical competence. One integrative review of the literature by DeGrande et 
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al. (2018) explored factors on the development of competence in critical care nurses and revealed 

that teamwork was essential to developing professional competence. Years’ experience within 

the same environment, education, and certifications were contributing factors to developing 

clinical competence. 

According to researchers, competence is a highly abstract phenomenon that is 

complicated to assess and measure (Flinkman et al., 2017). Despite variations in terminology and 

emphasis, these definitions shared a common goal of describing the abilities and attributes 

required for healthcare professionals to deliver safe and effective care to their patients. 

Analyzing the similarities and differences among these definitions could offer valuable insights 

into the core elements of clinical competence and could guide the development of a 

comprehensive and universally accepted definition in the healthcare professions. This review 

aimed to analyze similarities and differences among definitions to identify key components of 

clinical competence and understand how it is demonstrated in practice (Ten Cate & Taylor, 

2021). 

 Assessing competency is crucial for APP fellows as it helps identify areas of strength and 

areas that might need further development (Polit & Beck, 2008). In the field of healthcare 

professions, clinical competence plays a crucial role in ensuring the delivery of high-quality care 

and patient safety. Without a standardized and comprehensive definition of clinical competence, 

it becomes challenging to assess and evaluate healthcare professionals' competency levels 

accurately. This could lead to variations in the quality of care provided and may have deleterious 

effects on patient outcomes (Premalatha, 2019; Rekman et al., 2016). Therefore, it was 

imperative to establish a clear and universally accepted definition of clinical competence in 

healthcare professions. The definition of competence “entails more than the possession of 
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knowledge, skills and attitudes; it requires the ability to apply these in the clinical environment to 

achieve optimal results” (Ten Cate et al., 2010, p. 669). Clinical competence serves as the 

foundation for healthcare professionals, a critical attribute to provide safe, optimal care to their 

patients (Flinkman et al., 2017; Ten Cate, 2017).  

For the purpose of this study, CBE holds the assumption that the aim of a learning 

practice is one guided by the expected outcomes for the learner at specific temporal data point in 

their training, linked to assessment and the regulation of proficiency (Association of American 

Medical Colleges, 2024; Morcke et al., 2013; Noureldin et al., 2018; Pijl-Zieber et al., 2014). 

History of Competency-Based Education 

The history of CBE originated in the 1960s and was connected to the theoretical 

framework of behaviorism, the focus on observable behaviors of learners due to the teaching 

(Morcke et al., 2013). Bloom’s taxonomy, developed in the 1950s, classified educational goals in 

domains of knowledge, skills, and attitudes; endorsing mastery learning (Morcke et al., 2013; 

Pijl-Zieber et al., 2014). Controversy ensued around CBE with arguments for optimizing 

learning and not outcomes. In the late 1990s, CBE was viewed as a performance-based approach, 

asking how to assess humanism and accountability (Morcke et al., 2013). Competency-based 

education has meta morphed to include professionalism, communication with practice, and 

feedback to provide a step wise developmental approach (Morcke et al., 2013). There remains 

controversy with CBE and the translation to clinical performance. Despite this, CBE remains the 

dominant framework in education for nursing and the medical professions for translation of 

practice (Grover & Howley, 2023; Scalese & Hatala, 2013; Ten Cate, 2017). Further, Imanipour 

et al. (2022) performed a meta-analysis on the effects of CBE and clinical performance and 

discovered that CBE enhanced clinical performance.   
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Competency-Based Education in Simulation 

Competency-based education in patient simulation has been an important area of research 

and development in healthcare education over the past decade. This approach focuses on 

assessing and developing specific skills and competencies required for healthcare professionals 

through simulation-based training. Research has shown that simulation could be highly effective 

for learning technical and nontechnical skills (Hung et al., 2021; Nousiainen et al., 2016; Oh et 

al., 2015). Competency through simulation is a vehicle that has been successfully transferred to 

the actual environment, bridging the gap from theory to practice (Shinnick & Woo, 2020). This 

section explores literature that highlights the significance and evolution of simulation-based 

training and competence.   

The literature review revealed overwhelming evidence for a positive impact of simulation 

on benefits such as clinical competence, self-efficacy, self-confidence, learning motivation, and 

learning satisfaction (Cooper et al., 2012; Hung et al., 2021; Oh et al., 2015). Self-confidence, 

self-efficacy, and learning motivation can directly affect knowledge and clinical skill acquisition 

(Oh et al., 2015). It is often forgotten that interdisciplinary teams learn from each other daily in 

and outside of institutions. Another beneficial side effect from simulation is the peer-to-peer 

learning that occurs. Simulation allows for collaboration between peers for the development of 

skills (Cooper et al., 2012; Shin et al., 2014).  

High reliability organizations view simulation as an environment of learning tools and 

initiatives to practice and learn from safety incidents with debriefing (Serou et al., 2021).  

Similar is the field of aviation (military) where simulation is used as a mandatory activity for 

aircrew to learn from safety incidents (Kapur et al., 2015). Simulation in health care is 

consistently maintained to practice emergent scenarios, therapeutic communication, and 
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technical skill acquisition to shorten learning curves, improve patient care, in a low-risk 

environment (Nousiainen et al., 2016). In alignment with best practices, CBE requires that 

simulation education to learners is frequent, is consistent with assessment methods and 

instruments that meet the minimum requirements of quality, and garners multiple raters 

(Griswold et al., 2018). Despite simulation being considered a resource-intensive education 

activity, training and assessment of competence have the potential to translate to enhanced 

patient care (Griswold et al., 2018). 

Assessment of Clinical Competence in Simulation 

The overarching goal of CBE is to have a learner demonstrate the desired outcomes of a 

learning activity (Scalese & Hatala, 2013). In 2011, the U.S. Medical Licensing Examination 

(Scalese & Hatala, 2013) introduced a simulation of clinical skills to the Step 2 boards for 

physicians in training to include hands on performance of history taking, physical examination, 

and professionalism; it was scored with a checklist by standardized patients. The term 

assessment refers to gathering of data to determine progress and provide guidance toward 

attaining the desired outcomes (Billings & Halstead, 2016). The assessment of CBE within 

simulation is a growing need, one where the literature reflected a variety of valid and reliable 

assessments (Chiu et al., 2016; Cook et al., 2013; Salzman et al., 2018). Simulation along with 

objective structured clinical examinations (OSCEs) are performance-based assessments versus 

written and oral assessments of knowledge.  

For APP fellowship programs, there are formative and summative assessments of 

learners. Formative assessments identify areas of weakness and direct continued learning 

(Scalese & Hatala, 2013). Summative assessments are usually at the end of a course or program. 

These can be utilized as high stakes for the learners such as advancement; however, this is not 
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always the case (Scalese & Hatala, 2013). Instruments that demonstrate robust validity evidence 

such as simulation activities could provide educators with the ability to accurately assess 

competence (Noureldin et al., 2018). Advanced practice provider fellowship programs that 

incorporate simulation, validity, and reliability considerations might trump the educational 

impact described in the literature. Despite the variability of instruments within health care, 

simulation appears to achieve competency-based assessments as well as being a useful tool for 

predicting future performances (Ryall et al., 2016). 

Validated Instruments for Assessment in Simulation  

The use of “simulation as an assessment modality is much more controversial than is its 

utility as an educational tool” (Noureldin et al., 2018, p. 84). However, without valid simulation-

based assessment tools, the ability to objectively assess non-technical skill competencies in a 

CBE framework remains challenging (Noureldin et al., 2018). The purpose of curriculum 

evaluation is to determine curriculum strengths, weaknesses, merits, redundancies, and gaps 

from the intent of the curriculum (Iwasiw et al., 2020). Since the 1970s, OSCEs have been used 

as assessment tools in medical education, physician training, and certification exams. There has 

been an increased interest in OSCEs in recent years in medical residents’ education, evaluation, 

and certification (Akhigbe, 2018; Hastie et al., 2014). While there has been widespread 

acceptance of simulation as an educational training tool with evidence supporting its use in 

health education, the effectiveness of simulation-based assessments in evaluating competence 

and performance remains unclear (Ryall et al., 2016). In 2013, Canada formed a national task 

force to develop, implement, and evaluate a competency-driven assessment within simulation for 

their 17 anesthesia medical residencies (Chiu et al., 2016). The Canadian National 

Anesthesiology Simulation Curriculum Task Force (CanNASC) created custom scenarios with 
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checklists and the Anesthesia Non-Technical Skills (ANTS; see Figure 2). The ANTS tool is 

divided into (a) task management, (b) team working, (c) situation awareness, and (d) decision 

making with rating scores from one to four (Flin et al., 2010). The CanNASC utilized the ANTS 

and the scenarios with checklist to have the raters decide the learners’ score on the Managing 

Emergencies in Paediatric Anaesthesia Global Rating Scale (see Figure 3; Everett et al., 2013).  

 

Figure 2 

Anesthesia Non-Technical Skills Tool 

   

Note. Reprinted with permission (see Appendix F) from Elsevier Inc. Flin, R., Patey, R., Glavin, 

R., & Maran, N. (2010). Anaesthetists' non-technical skills. British Journal of Anaesthesia, 

105(1), 38-44. 
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Figure 3 

Managing Emergencies in Paediatric Anaesthesia Global Rating Scale 

               
Note. Reprinted with permission (see Appendix G) from Blackwell Publishing. Everett, T. C., 

Ng, E., Power, D., Marsh, C., Tolchard, S., Shadrina, A., & Bould, M. D. (2013). The managing 

emergencies in paediatric anaesthesia global rating scale is a reliable tool for simulation‐based 

assessment in pediatric anesthesia crisis management. Pediatric Anesthesia, 23(12), 1117-1123. 

 

 

 

The CanNASC Task Force demonstrated a passing rate of PGY5 (83%) was higher than 

the PGY4 (64%) group, which provided evidence for the discriminatory validity of the tools 

(Chiu et al., 2016). It is important to note that the original authors of the Managing Emergencies 

in Pediatric Anesthesia Global Rating Scale also utilized a Likert scale (0=not done, 1=done 

poorly or late, 2=done correctly) on each expected action point for every scenario in the 

performance checklists of observable behaviors while conducting validity and reliability tests on 

the simulation assessment tool (Everett et al., 2013). The checklists tended to overlook the more 

holistic components of clinical competence with the suggestion that global ratings of 

performance were appropriate. 

The CBE model with assessment tools could be utilized to confirm competence for 

learners in a longitudinal stepwise approach (Noureldin et al., 2018). However, literature on 

instrument development including their validity and reliability for assessment of learners was 

sparse and there was a large gap in healthcare education (Noureldin et al., 2018). Cook et al. 
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(2013) reviewed over 217 articles focused on the assessment within simulation; 51% made no 

reference to validity of the instruments, 76% noted reliability, and 63% reported the use of expert 

panels.  

In the world of nursing, several validated instruments assess undergraduate nursing 

students in simulation. One salient instrument over the last decade is the Creighton Simulation 

Evaluation Instrument, which was revised to the Creighton Competency Evaluation Instrument 

(Manz et al., 2022). Both instruments have been utilized in simulation and practice-based clinical 

experiences (Manz et al., 2022). The instrument assesses performance to the four core 

competencies: assessment, communication, clinical judgement, and technical skills (Manz et al., 

2022). In alignment with best practices, both the Creighton Simulation Evaluation Instrument 

and Creighton Competency Evaluation Instrument instruments are valid and reliable to assess 

nurses and could be utilized within nurse residency programs to evaluate competency (Manz et 

al., 2022). 

The QSAT (Hall et al., 2015) was developed with scoring using levels of competence 

based on specific observable actions as a global rating scale versus a traditional checklist. Each 

domain of primary assessment, diagnostic actions and therapeutic actions, and communication 

are individually scored. Hall et al. (2015) utilized the global rating scale on a continuum with a 

Likert scale from one being inferior to five being superior for each domain and for overall 

performance (see Figure 4). The aim of this study was to supply APP educators with a valid 

instrument that is feasible for use in acute care settings.  
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Figure 4 

Global Rating Scale 

1 2 3 4 5 

Inferior 

All skills require 

significant 

improvement 

Novice 
Most skills require 

moderate or 

significant 

improvement  

Competent 
Some skills require 

moderate 

improvement 

Advanced  
Some skills 

require minor 

improvement 

Superior 
Few, if any skills 

require only minor 

improvement 

Note. Reprinted with permission (see Appendix B) from Wolters Kluwer Health, Inc. Hall, A. 

K., Dagnone, J. D., Lacroix, L., Pickett, W., & Klinger, D. A. (2015). Queen’s simulation 

assessment tool: Development and validation of an assessment tool for resuscitation objective 

structured clinical examination stations in emergency medicine. Simulation In Healthcare, 10(2), 

98-105. 

 

 

In a similar vein of the Queen’s Simulation Assessment Tool (QSAT; Hall et al., 2015), 

another instrument utilized by medical education is a mini-clinical evaluation exercise (Mini-

CEX; American Board of Internal Medicine [ABIM], 2023). The Mini-CEX was designed as a 

clinical observation instrument to evaluate learners on the domains of communication, physical 

examination, professionalism, clinical judgement, efficiency, and overall clinical competence 

(ABIM, 2023). “The Mini-CEX is a 10- to 20-minute direct observation assessment or 

‘snapshot’ of a trainee-patient interaction” (ABIM, 2023, para. 2). The QSAT possesses similar 

domains of primary assessment, diagnostic actions, therapeutic actions, communication, and 

overall competence which are individually scored. Key observable actions might be modified in 

relation to the clinical scenario at hand, allowing expert evaluators to make judgements related to 

the scoring of overall performance (Hall et al., 2015).  

Entrustable Professional Activity 

Ten Cate (2005) introduced the term ‘entrustable professional activity’ (EPA) to 

reconnect competency frameworks to the workplace. An EPA is a unit of professional practice; 

defined as a task or responsibility to be entrusted to a trainee once sufficient specific 
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competence, it is reached to allow for unsupervised practice. Over the last decade, the American 

Medical Association (Ten Cate, 2017) transitioned to evaluations focused on entrustable 

professional activities (EPAs). Entrustable professional activities evaluate the actions residents 

demonstrate in the practicum clinical setting. Entrustable professional activities are 

independently executable within a time frame, observable and measurable in their process and 

outcome, and suitable for entrustment decisions (Ten Cate, 2017). The measure of competence 

does not necessarily translate to a prediction of clinical performance (El-Haddad et al., 2016). 

Entrustable professional activities are a new approach to competency-based education with 

measurements to better assess a core set of behaviors (El-Haddad et al., 2016; Ten Cate, 2017). 

Entrustable professional activities are now being utilized in some post graduate training of 

physicians (El-Haddad et al., 2016). The scales of entrustment within medicine do vary. 

Examples of these scales are (a) Execution with Direct, Proactive Supervision and (b) Execution 

with Direct, Reactive Supervision (Ten Cate, 2017). These scales are focused more on the 

assessment of the daily activities of residents. Core EPAs still lack a true competency-based 

curriculum in medicine but the choice of scale alone does not appear to impact performance 

(Ryan et al., 2021). 

Best Practices of Simulation in Health Care 

Simulation education is a large growing modality in the field of health care. The days of 

learning under fire is no longer acceptable. Nursing programs across the country are now 

allowing portions of clinical hours to be replace with simulation practice (Fogg et al., 2020). The 

National Council of State Boards of Nursing (2016) recommended pre-licensure nursing 

programs utilize simulation as a clinical substitute for traditional clinical experiences but not to 

exceed 50% of its clinical hours. Evidence to support the 2:1 clinical to simulation hour ratio has 
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been validated in studies that examine completion of activities that demonstrate higher levels of 

clinical competence in significantly less time than traditional face-to-face clinical experiences 

(Jimenez, 2017; Sullivan et al., 2019). This is due to the robust, compressed nature of simulation, 

which enhances clinical reasoning by guiding learners through purposeful, guaranteed learning 

experiences (Fogg et al., 2020). Simulation involves high-fidelity mannequins, low-fidelity 

mannequins, role playing, standardized patients, virtual scenarios, and other advanced 

technologies to simulate real-life patient care situations. It allows learners to practice and refine 

their clinical skills in a controlled and safe environment before working with actual patients.  

 The International Nursing Association for Clinical and Simulation Learning (INACSL, 

2021) and the Association of Standardized Patient Educators (ASPE; Lewis et al., 2017) both 

provided standards of best practice for patient simulation training including professional 

integrity, professional development, simulation design, outcomes and objectives, prebriefing, 

facilitation, debriefing process, evaluation of learning and performance, operations, and 

simulation-enhanced interprofessional education. The ASPE also had standards of best practice 

including a safe environment, case development, simulated patients training, program 

management, and professional development (Lewis et al., 2017). The Society for Simulation in 

Healthcare (SSH, 2018) also developed the Certified Healthcare Simulation Educator 

Examination© blueprint certification for simulation educators. The literature revealed growing 

best practices akin to the INACSL, SSH, and ASPE standards such as curriculum integration, 

clear learning objectives, scenarios with evidenced based principles, pre and debriefing sessions, 

interdisciplinary education, assessment and feedback, faculty training, and continuous 

improvement (Bryant et al., 2020; Disler et al., 2013). The best practices are presented here and 

discussed according to INACSL standards. 
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Simulation Design 

The design of simulation is a dynamic part of curriculum integration as scenarios with 

evidenced-based principles are required to adjust to changes in technology of science and 

medicine adult learning principles, instructional design, and simulation pedagogy (Watts et al., 

2021). Literature proposed that simulation design requires a range of difficulty, repetitive and 

distributed practice; cognitive interactivity; incorporation of multiple learning strategies; 

individualized learning; mastery learning; feedback; longer time; and clinical variation (Ryall et 

al., 2016). The design incorporates narrative case documents, supporting documents of image 

review, evaluation instruments with objectives, and training protocols in preparation (Lewis et 

al., 2017).  

The curriculum integration of simulation activities into health care is of high importance 

as it provides learners with progressive and contextually relevant training. One of the key 

standards of design is purposefully creating a scenario that is learner-centered and aligns with the 

objectives of the modality for achievement of benchmarks in competence (Watts et al., 2021). 

Preparation is key and includes a plan of scenarios driven by the learners’ objectives and 

evaluation, materials, and pre-briefing and debriefing (Jones & Potter, 2017; Lewis et al., 2017; 

Watts et al., 2021). 

Outcomes and Objectives 

Simulation scenarios require the development of broad and specific objectives to address 

learners’ needs that guide the simulation outcomes (Miller et al., 2021; Motola et al., 2013). 

Broad objectives reflect the purpose of the experience with a lens of organizational goals. 

Specific objectives of the scenario are disclosed to the learner prior to the simulation to lay the 

groundwork of expectations to ensure successful learning outcomes (Ayaz & Ismail, 2022; Jones 
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& Potter, 2017; McGaghie et al., 2014). Zapko et al. (2018) provided the objectives and 

expectations a week prior to a simulation activity; outcomes demonstrated students indicated 

they felt the simulations were based sound educational practices and were important for their 

learning. The intention behind the simulation activity is set through the objectives and expected 

outcomes require a positive impact on learners’ knowledge, skills, and/or attitudes due to the 

simulation activity (Miller et al., 2021). The INACSL (2021) best practices stressed the 

importance of clear objectives and expected outcomes of the activity or program were the 

guiding principles of the simulation.   

Many organizations and programs have adopted the S.M.A.R.T. (specific, measurable, 

achievable, realistic, and time bound) framework (Swanwick et al., 2018). This framework 

allows the objectives of the simulation to meet the desired expected outcomes of skills, 

knowledge, and attitudes of the learners (INACSL, 2021). Progression of the learning process 

includes the ability to critically think, make appropriate clinical judgments, and develop strong 

assessment skills (Donovan & Mullen 2019; Shin et al., 2014; Slater et al., 2016).  

Prebriefing and Debriefing  

 The simulation design includes a plan for both prebriefing and debriefing preparation for 

learners’ success. Prebriefing and debriefing should be developed according to the objectives and 

expected outcomes of the simulation activity (Violato et al., 2023). The simulationist is required 

to have the competence related to the concepts of prebriefing and debriefing including an 

awareness of the learners’ knowledge (Decker et al., 2021; McDermott et al., 2021). Providing 

both prebriefing and debriefing for learners allows the learners to feel safe; the brief-huddle 

model of communication is an effective way of organizing communication and gives opportunity 

to provide feedback and time for learners’ questions (Gliva-McConvey et al., 2020).  
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The prebriefing is an introduction and orientation for learners to understand their 

expectations to accomplish the outcomes. The prebriefing may include a brief lecture, review of 

any educational materials, roles and responsibilities, and a script or storyboard (Moran et al., 

2018). The best practice of prebriefing includes an agenda, time frames for the activity, the 

objectives and expected outcomes, common language, and debriefing expectations (INACSL, 

2021; Jones & Potter, 2017; Moran et al., 2018). This preparation is also recommended to 

decrease cognitive load, increase psychological safety, and decrease learner anxiety (Jones & 

Potter, 2017; McDermott et al., 2021; Swanwick et al., 2018).  

Debriefing occurs at the end of the simulation exercise, providing feedback of 

comparison between what occurred and the desired outcomes (Bryant et al., 2020; Gent & 

Kainth, 2022). Providing this feedback and reflection is an aspect of best practices to promote 

high quality patient care (Moran et al., 2018). “Debriefing should also be used in clinical practice 

after sentinel events within the hospital setting” (Bryant et al., 2020, p.4). The debriefing process 

might vary with a myriad of strategies for reflection. However, the final product should be 

interactive, insightful for improvement of future performance, and promote the integration of 

knowledge, skills, and attitudes for the learners (INACSL, 2021; Moran et al., 2018).  

Interprofessional Education  

In alignment with INACSL (2021) best practices, facilitators should participate in 

simulation-based education, preferably interprofessional to create a safe environment for 

simulation-based education (Bryant et al., 2020; Rossler et al., 2021). The design and facilitation 

of a real-life experience in practice could involve all perspectives of professional service lines 

such as practice as a team with modalities such as TeamSTEPPS®: “an evidence-based set of 

teamwork tools, aimed at optimizing patient outcomes by improving communication and 
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teamwork skills among health care professionals” (Rossler et al., 2021, p. 50). This framework 

builds strong teams that could translate that practice into the clinical setting. The climate in 

medicine has made a paradigm shift in the last decade, focusing on well-being, effective 

teamwork, TeamSTEPPS, burnout, and self-efficacy. “In medical education, it is a growing 

acknowledgement that a positive environment contributes to the quality of education” 

(Schönrock-Adema et al., 2012, p. 728). 

These best practices of interprofessional education promote professional trust, respect, 

role identities, individualized objectives, and competencies to help build an effective team 

(INACSL, 2021; Moran et al., 2018; Murdoch et al., 2014). The Society of Simulation in 

Healthcare (SSH) was established in 2004 as an interprofessional global organization that has 

created standards of accreditation and certifications for simulation programs (Moran et al., 

2018). 

Mutual goals must be among all of the professions involved in the experience with 

theoretical or a conceptual framework. The framework could help create objectives, team 

communication, and evaluation tools. These interprofessional teams should collect data and 

investigate varied designs with reliable tools the effectiveness of the activity evaluation tools 

(Rossler et al., 2021). 

Operations     

The INACSL (2021) stated that operations encompass the infrastructure, staff, and 

processes necessary to implement an effective simulation-based experience. Operations include a 

strategic plan, job descriptions, logistics, and faculty development to build a sustainable 

simulation program (Motola et al., 2013). Another standard is the Simulation Operations, which 

was published in 2017 to address the criteria necessary to support and maintain simulation 
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operations (Moran et al., 2018). The literature suggested needs assessments, questionnaires, and 

small focus groups to develop and explore the success of a program (Jones & Potter, 2017). 

A growing demand from the literature was to see a simulation program as its own entity, 

not a line of education, but one as a whole system with leadership with business acumen and 

faculty with technically knowledgeable personnel to achieve organizational goals and outcomes 

(Charnetski & Jarvill, 2021). Requirements of simulation personnel should include formally 

recognized simulation education and certifications embedded in the job descriptions, policies and 

procedures in place to maintain these competency-based training program, and staff who are 

knowledgeable to maintain the space, medical equipment, audiovisual equipment, and simulator 

equipment (Charnetski & Jarvill, 2021). 

Integrity  

In 2018, the SSH published a code of ethics that included integrity, transparency, mutual 

respect, professionalism, accountability, and results orientation (Park et al., 2020). The INACSL 

(2021) and ASPE (Lewis et al., 2017) also addressed a safe work environment with values of 

safety, quality, professionalism, accountability, and collaboration. All members of the team, 

including participants, are responsible for acting with professional integrity and developing self-

awareness of how one’s personal and professional behavior affects others (Bowler et al., 2021; 

Moran et al., 2018). The standard of professionalism mandated a community of professionals to 

adhere to a code of common ethics, values, and standards (Lewis et al., 2017). These exemplars 

also reflected the need for policies and procedures in sharing evaluations of learners, maintaining 

privacy and anonymity in reporting, remediations, and addressing violations (Bowler et al., 

2021). 
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Professional Development  

The best practice of faculty development is a core value with ASPE (Lewis et al., 2017), 

INACSL (2021), and SSH (2018), which is to provide adequate training and support for 

simulation facilitators to effectively run a simulation activity (Ayaz & Ismail, 2022; Lewis et al., 

2017; Moran et al., 2018). Faculty who are educated in the practice of simulation are imperative 

to the success of the learners. As technology continues to grow and evolve, it is recommended 

that faculty who utilize simulation maintain membership in one professional organization for 

educational opportunities (Lewis et al., 2017; Moran et al., 2018). The SSH, an accrediting body, 

also published standards that require specific training for faculty.  

The SSH (2018) had specific criteria for certification of simulationists: (a) professional 

values of leadership; (b) knowledge of educational principles, design, and simulation methods; 

(c) implementing educational interventions such as debriefing practices; and (d) scholarship and 

teaching (Eppich & Salzman, 2020). These key principles asked programs to design curricula 

with educational events, online, a strong focus on debriefing, or workplace-based approaches 

with role modeling, peer coaching, and mentoring from more experienced educators (Eppich & 

Salzman, 2020). Regardless of the methods, hybrid learning was recommended and plans ought 

to be individualized based on “level of participation, prior simulation and teaching experience, 

assessed educational competence, career trajectory, and faculty readiness” (Eppich & Salzman, 

2020, p. 164). 

Facilitation 

Simulation facilitation is to provide a psychologically safe, noncompetitive 

environment—one where a “facilitator has the education, skills, and ability to guide learners in 

achievement of expected outcomes” (Persico et al., 2021, p. 22). This standard focuses on the 
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educator and their skill set to promote learner achievement of outcomes (Maxworthy et al., 

2023). The INACSL (2021) documented specific criteria: (a) an effective facilitator who 

possesses the skills and knowledge in simulation pedagogy, (b) the approach is appropriate to the 

level of competence of the learner, (c) the experience follows INACSL best practices of 

prebriefing, (d) methods involve the delivery of cues to assist the learner, and (e) after the 

experience, there is facilitation to support learners. An “attentive debriefing facilitator can help 

the student re-configure their existing knowledge based on how they think and act within the 

simulation” (Ross, 2021, p. 3). 

Evaluation  

Evaluation is a process of “gathering and appraising data or placing a value on data 

gathered through one or more measurements” (Billings & Halstead, 2016, p. 385). It is often 

performed at the end of an activity, course, or program; it usually results with a final grade 

(Billings & Halstead, 2016). Assessment refers to gathering of data to determine progress and 

provide guidance toward attaining the desired outcomes (Billings & Halstead, 2016). For the aim 

of this study, assessment is discussed in alignment of the best practices of evaluation. The 

evaluation of learning and performance in simulation might be formative, summative, or high 

stakes for the learners (McMahon et al., 2021; Moran et al., 2018). Evaluation should be guided 

by the objectives expected outcomes, the level of the learner's knowledge, and incorporate the 

impact on patient safety (McMahon et al., 2021). A recording of the simulation activity in this 

study allowed evaluation by multiple faculty members. Evaluation of facilitators, simulation 

activity, environment, and support staff should also be included in the design of the activity 

(Bryant et al., 2020). Formative assessment of the learner is meant to foster long-term 

achievement of outcomes (Bryant et al., 2020; McMahon et al., 2021). Summative assessment is 
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often at the end of a program or a designated point in time. High-stakes evaluations are focused 

on specific objectives to determine clinical competence or gaps in knowledge skills and attitudes.  

The best practice of utilizing a valid and reliable assessment instrument is highlighted 

here; an instrument that has been previously tested with simulation populations, incorporates 

interrater reliability, and standardized format to determine passing scores (McMahon et al., 2021; 

Moran et al., 2018). In this study, the goal was to provide a valid assessment instrument to allow 

APP fellows and APP educators to provide feedback and enhance the learning environment.  

Identification of Literature Gaps 

Simulation is a feasible modality to assess competency development for APPs. The 

majority of learning for APPs has occurred at the bedside with preceptors’ guidance. 

Competency through simulation is a vehicle that has been successfully transferred to the actual 

environment, bridging the gap from theory to practice (Shinnick & Woo, 2020). The utility of 

simulation holds many benefits: strengths in knowledge acquisition, psychomotor development, 

self-efficacy, satisfaction, confidence, and critical thinking (Cant & Cooper, 2017; Hung et al., 

2021). 

A gap was revealed within the literature review concerning the frequency or the amount 

of simulation that would impact the many strengths claimed by simulation. It is unclear how 

many repetitions are required to attain these strengths. One study by Sullivan et al. (2015) 

examined simulation exercises to improve the retention of nurses in mock codes. The authors 

concluded that the best strategy of deliberate practice with simulation was implementing it every 

three months, which had a greater impact on retention compared to that of every six months. The 

Robert Wood Johnson Barnabas Health (2024) APP fellowship practices simulation monthly 

throughout the year. The healthcare community recently experienced a pandemic where clinical 
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hours of nursing and medical students were decreased drastically or completely ceased. 

Simulation was often utilized within the academic halls to substitute for clinical practice hours. 

Yet, throughout the literature, there was no clear evidence that simulation should replace clinical 

practice time (Breymier et al., 2015; Cooper et al., 2012).   

A universal definition of clinical competence in healthcare professions is of paramount 

importance. It involves the integration of knowledge, skills, and attitudes to provide safe and 

effective care to patients. A standardized definition of clinical competence is essential for 

education, training, and assessment purposes. It enables the development of targeted 

interventions, consistent training programs, and reliable assessment methods. Future research 

should focus on the refinement and validation of the definition, explore the impact of emerging 

technologies, and establish the relationship between clinical competence and patient outcomes. 

By continuously advancing our understanding of clinical competence, healthcare professions 

could ensure the delivery of high-quality care and improve patient outcomes. 

 The literature of the assessment of competence revealed limitations regarding assessment 

instruments. Cook et al. (2013) demonstrated a systematic review of simulation-based 

assessment; articles had varied levels of validity, minimal content evidence in 34–55 % of 

studies, internal structure evidence in 40–74 %, and no evidence regarding response process and 

consequences. The largest gap was the lack of any instruments for APPs for simulation-based 

assessment. This study has the goal of closing that gap with a valid instrument for simulation- 

based assessment for APPs. 

Summary 

Factors to evaluate simulation activities for APPs include philosophical approaches, 

competencies, expected outcomes, and educational approaches to evaluate learners’ achievement 
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(Iwasiw et al., 2020). Instruments developed for assessment within the realm of simulation are 

required to be valid and reliable instruments for the standardization of APP fellowship programs. 

Studies showed that simulation improved participants’ affective interpersonal communication 

and yielded more empathic and adept professionals entering the workforce. A new model of 

medical education is necessary that has patient safety at its core, avoids the flaws of a purely 

apprenticeship training model, and provides unlimited opportunities to practice and perfect skills 

in a risk-free environment (Ayaz & Ismail, 2022; Nousiainen et al., 2016). Utilizing Miller’s 

(1990) assessment of competence theory and Benner’s (1982) novice to expert to guide 

development, the proposed APP-QSAT could enhance both learning and teaching for APP 

fellowship programs, thus promoting high quality patient care.  
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CHAPTER III  

METHODS AND PROCEDURES 

The purpose of this exploratory study was to design, develop, and assess the content 

validity index of the developed instrument based on best evidence and resources available for the 

assessment of a simulation activity for advanced practice providers (APPs) within a fellowship 

program. This chapter covers the specific components of the study’s methodology including the 

design, sample population, sample size, inclusion and exclusion criteria, ethical considerations, 

data collection and handling procedures, instrument, data analysis, duration of the study, and 

limitations of the study. 

Research Design 

The design of this research was an exploratory, non-experimental field study. Exploratory 

studies attempt to identify phenomenon or relationships among study variables absent of 

manipulation or control (Creswell & Creswell, 2017). This dissertation study was designed as an 

exploratory study using primarily quantitative measures to describe relationships among non-

academic and academic variables. 

Sample Population 

The target population of content experts was a convenience sample of colleagues who 

were in simulation training of medical professionals including medical residents, medical 

fellows, medical students, nurses, nursing students, NPs, NP students, PAs, paramedics, 

pharmacists, and pharmacy students.  

  



 40 

Sample Size 

It was recommended to have a panel between 3 and 20 experts; increasing the number of 

experts would decrease chance agreement (Almanasreh et al., 2019). The content validity index 

(CVI) was assessed and calculated from nine experts in simulation. 

Inclusion and Exclusion Criteria 

To be included, content experts must have had experience in the role of utilizing 

simulation for training of medical professionals. The exclusion criterion of the content experts 

was not being active in training medical professionals with simulation. Participants who did not 

complete the CVI were excluded from the study. 

Ethical Considerations 

No anticipated risks were associated with participation in this study other than those 

normally encountered when completing surveys about the assessment of competence for APPs. 

There was a $15 Amazon gift card as an incentive to the participants in the study. It was also 

possible what was learned would help APP educators better understand assessment in 

competence within simulation for APP fellowship programs. Participants were not anonymous as 

the researcher was able to see the participant given the nature of the study. However, the results 

of the participants in the content validity index were anonymized and no identifying data were 

collected or maintained that tied back to the participant. Participation was voluntary. Participants 

could decide not to participate in this study and if they began participation, they could withdraw 

at any time.  
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Data Collection and Handling Procedures  

After Institutional Review Board approval was granted from the University of Northern 

Colorado (see Appendix H), an email (see Appendix I) with a link to Qualtrics, a commercially 

available, password secured, web-based survey tool to nine content experts was sent to complete 

the CVI tool (see Appendix J). The content experts rated the relevancy of each variable, the 

variable scoring, and the global rating scale. These data provided suggestions for iterations to the 

instrument. Minimal demographic data were collected from the content experts including age, 

gender, education level, board license, role within simulation, specialty, years of experience, and 

institution. Results of the study are presented in aggregate and all raw data were kept in a locked 

office within the hospital on a password protected personal computer. The researcher made every 

effort to protect the anonymity and confidentiality of the responses. 

Development Process of the Advanced Practice Providers 

Queen’s Simulation Assessment Tool 

Psychometrics of any assessment tool can be evaluated along four measures: validity 

reliability, feasibility, and objectivity (Hastie et al., 2014). Validity is defined as “the degree 

to which evidence and theory support the interpretation of assessment scores for proposed 

uses of tests” (Noureldin et al., 2018, p. 85). The principle of validity applies to assessments 

including performance assessments; since the inception of competency-based education, these 

assessments have an impact on the education and learning (Messick, 1995). A way to ensure 

an instrument has acceptable validity is to compare it to existing and validated tools that 

assess the same skills for the same learners (Buléon et al., 2022). There is no established 

instrument for the assessment of APPs within simulation. Thus, there was difficulty with 

comparison of the QSAT since it was created for emergency room medical residents. 
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Phase One 
 

Phase one consisted of the foundational development and design of the Advanced 

Practice Provider- Queen’s Simulation Assessment Tool (APP-QSAT) instrument as a 

template in the acute care setting. In phase one of the study, an established working group of 

simulation experts was consulted to ensure the instrument accurately reflected the unique 

skills and competencies required of APPs. The working group consisted of educators of 

APPs, nurses, nursing students, physicians, and pharmacists in simulation. Modifications to 

the variables of the domains were created to demonstrate a template for the acute care 

setting. The global rating scale modifications were made to reflect Benner’s (1982) theory of 

novice to expert, which guided the competencies and aligned with the goals of an accredited 

APP fellowship program through the American Nurses Credentialing Center (ANCC, 2020). 

Of note, the original author of the QSAT was contacted for approval of modifications (see 

Appendix D). 

Phase Two 

In phase two, the CVI instrument was developed and sent to 13 content experts 

asking them to address the relevance and clarity of the concepts within the APP-QSAT (see 

Appendix J). The quantification of the CVI came from nine content experts within the field 

of simulation. Each study participant was asked to evaluate the relevance, clarity, and 

validity of the APP-QSAT instrument. Initial content-related evidence started with clearly 

defining the competence or construct within the instrument (Messick, 1995). The literature 

review provided a comprehensive examination of the construct of clinical competence. 

“The evaluation of content validity follows the same steps as test development, it must be 

established whether the content universe addressed by the test is appropriate” (Shepard, 
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1993, p. 413). A CVI was calculated from the evaluation of the content experts (Polit & 

Beck, 2021). The CVI tool consisted of a 4-point ordinal scale (1—not relevant, 2—

somewhat relevant, 3—quite relevant, 4—highly relevant). The same ordinal scale was 

asked in relation to the clarity of each item. This study examined both the CVI and the 

modified Kappa statistic because, unlike the CVI, the modified Kappa adjusted for chance 

agreement (Polit et al., 2007). The letter sent to the content experts with the attached APP-

QSAT for the content developed for this study is provided in Appendix J. 

Phase Three 

In phase three, the results of the content validity index from phase two were analyzed. 

The results were discussed and suggestions for possible future modifications of the APP-QSAT 

were based on the CVI. The feedback also provided a foundation for future studies on the 

reliability of the APP-QSAT. When items possessed a lack of relevance to the concept, requiring 

revision or elimination, a second round of content validation took place (Polit & Beck, 2021). 

This second round evaluated the revised set of items and computed a scale content validity (S-

CVI; Polit & Beck, 2021). Polit and Beck (2021) recommended taking a subset from the first 

panel of content experts, ranging from three-five, to calculate the scale content validity index (S-

CVI). 

Instrument 

The original QSAT format was modified to create a template for APPs in an acute care 

simulation activity (Hall et al., 2015). The APP-QSAT (see Appendix C) consists of five 

domains: primary assessment, diagnostic actions, therapeutic actions, communication, and an 

overall performance scale. The primary assessment domain has five criteria: (a) airway, 

breathing, circulation, disability, and environment; (b) request monitoring and vital signs; (c) 
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rhythm assessment; (d) identify problems; and (e) intravenous or intraosseous access. The 

diagnostic actions domain has five criteria: (a) obtain targeted history, (b) physical exam-focused 

assessment, (c) bloodwork, (d) imaging, and (e) extended data. The therapeutic actions domain 

has five criteria: (a) priority intervention, (b) medications, (c) lab results, (d) imaging results, and 

(e) appropriate consult. The communication domain has five criteria: (a) introduction of self, (b) 

communication among team, (c) prioritization, (d) leadership, and (e) consultation.  

The developed variable scales and global rating scales are both on a continuum. For the 

individual domain scoring, Novice is all skills require significant improvement, Advanced 

Beginner is delayed or incomplete performance of many criteria, competent is delayed or 

incomplete performance of some criteria, Proficient is competent performance of most criteria, 

and Expert is competent performance of all criteria. For overall performance, the global rating 

scales differed from the individual domain scoring in the original QSAT (see Figure 5). For the 

global rating scale, Novice is where all skills require significant improvement, the Advanced 

Beginner is most skills require moderate or significant improvement, Competent is some skills 

require moderate improvement, Proficient is some skills require minor improvement, and Expert 

is few, if any, skills require only minor improvement. 
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Figure 5 

 

Queen’s Simulation Assessment Tool 

  
Domain Rating Scale 

1 2 3 4 5 

Inferior 

Delayed or 

incomplete 

performance of 

all criteria 

Novice 

Delayed or 

incomplete 

performanc

e of many 

criteria 

Competent 

Delayed or 

incomplete 

performance of 

some criteria 

Advanced 

Competent 

performance 

of most 

criteria 

Superior  

Competent 

performance of all 

criteria 

Global Rating Scale 
1 2 3 4 5 

Inferior 

All skills 

require 

significant 

improvement 

Novice 

Most skills 

require 

moderate or 

significant 

improvemen

t 

Competent Some 

skills require 

moderate 

improvement 

Advanced 

Some skills 

require 

minor 

improvement 

      Superior 

Few, if any 
skills require 
only minor 

improvement 

Note. Reprinted with the permission (see Appendix B) from Wolters Kluwer Health, Inc. Hall, 

A. K., Dagnone, J. D., Lacroix, L., Pickett, W., & Klinger, D. A. (2015). Queen’s simulation 

assessment tool: Development and validation of an assessment tool for resuscitation objective 

structured clinical examination stations in emergency medicine. Simulation In Healthcare, 10(2), 

98-105. 

 

 

Data Analysis Procedures 

“Validity of an instrument determines the extent to which it actually reflects or is able to 

measure the construct being examined” (Gray et al., 2017, p. 393). There are several major types 

of validity such as face and content validity, criterion validity, and construct validity (Gray et al., 

2017; Polit & Beck, 2021). “Face validity refers to whether the instrument looks like it is 

measuring the target content”; it is an empirical assessment of an instrument (Polit & Beck, 

2021, p. 322). For the purpose of this study, face and content validity were examined and 

presented.  
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Face validity is a subjective assessment with no clear guidelines for making the judgment 

that the instrument visibly appears to measure what it is stating (Polit & Beck, 2021). While this 

is the weakest form of validity, it does suggest usefulness of the instrument (Polit & Beck, 

2021). This is often the first step before or an aspect of content validity (Gray et al., 2017, p. 394; 

Polit & Beck, 2021).  

Content validity refers to how a researcher comprehensively examines a measurement 

method to assess a particular domain or construct it intends to measure (Gray et al., 2017; 

Yusoff, 2019). Content validity is an important aspect of research methodology that ensures the 

accuracy and relevance of measurement instruments; this is of high importance when it comes to 

assessing the competence of highly skilled practitioners (Polit & Beck, 2006). It refers to the 

degree to which an instrument adequately represents the domain of content being measured 

(Polit et al., 2007). Without content validity, there is no point in establishing the reliability of an 

instrument (Beck & Gable, 2001; Polit & Beck, 2021). An instrument that assesses competency 

within a simulation activity provides a unique opportunity to evaluate performance in a 

controlled environment.  

A way to assess content validity is through the use of a CVI (see Appendix J). The CVI is 

a method that involves content expert ratings of item relevance to determine the proportion of 

items on an instrument that achieved a certain level of relevance (Polit & Beck, 2006). Content 

experts are asked about the relevance, comprehensiveness, and balance of each of the variables 

within the instrument (Polit & Beck, 2021). The CVI tool allows researchers to quantify the 

content validity of an instrument, providing a valuable tool for ensuring the quality of 

measurement (Polit et al., 2007).  
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The CVI serves as a valuable method for assessing content validity in research. The CVI 

is calculated based on expert ratings of the relevance of each item in an instrument (Polit & 

Beck, 2006). This index is used to quantify the proportion of items on the instrument that achieve 

a certain level of relevance, providing a numerical representation of content validity (Polit et al., 

2007). Compared to alternative indexes, the CVI offers several advantages; it is easy to compute, 

understandable, and focuses on agreement of relevance rather than agreement per se (Polit et al., 

2007). Additionally, it allows for a focus on consensus rather than consistency among experts 

(Polit et al., 2007). However, it is important to acknowledge the limitations of the CVI. One 

major criticism is it fails to adjust for chance agreement (Polit et al., 2007). Nevertheless, the 

CVI remains a widely used and accepted indicator of content validity in research. 

Advocating for the use of the CVI as an appropriate indicator of content validity, 

researchers and instrument developers recommend its continued utilization in assessing the 

quality of measurement instruments (Polit et al., 2007). To address the lack of adjustment for 

chance agreement in the CVI, a solution has been proposed. Translating item-level CVIs into 

values of a modified kappa statistic provides a method to determine good content validity (Polit 

et al., 2007). By establishing a threshold such as an I-CVI of .78 or higher for three or more 

experts, researchers can ensure that only items with strong content validity are included in the 

final instrument (Polit et al., 2007). This approach enhances the robustness and accuracy of 

content validity assessments (Polit et al., 2007). Therefore, incorporating the CVI alongside the 

modified kappa statistic could contribute to more reliable measurement instruments in research. 

In this exploratory study, the analysis and computation of the descriptive statistics and the 

distribution of data for each variable were examined. The Statistical Package for the Social 

Sciences (SPSS) was used to analyze the data. The item-level content validity index (I-CVI) and 
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scale content validity index (S-CVI) were calculated to explore the content validity of the APP-

QSAT. An I-CVI of 0.78 was sought for all items and an S-CVI of 0.90 overall was sought (Polit 

& Beck, 2021). Demographic data collected from content experts were analyzed using 

descriptive statistical analysis.  

Duration of the Study 

This study was conducted during the months of March 2024-May 2024. The researcher 

requested the participation of the content experts for the validity of the APP-QSAT after the 

Institutional Review Board approved this study (see Appendix I).  

Limitations of the Study 

An overarching limitation to the study was the sample size as nine content experts were 

included in this study. Increasing the number of content experts decreased chance agreement 

(Almanasreh et al., 2019). Kappa statistics might aid in eliminating the chance agreement, 

acceptable levels of kappa is a minimum of 0.60, and a value of 0.75 or higher is very good 

(Polit & Beck, 2021). Due to the risk of chance agreement, a CVI of 0.78 or higher was 

recommended (Polit & Beck, 2021; Polit et al., 2007). The selection of the content experts might 

have had a negative impact on the validity. Convenience sampling is the weakest form of 

sampling, yet it is the most commonly used method (Polit & Beck, 2021). Perhaps the identified 

content experts might not have understood the task, they might have had biases, or were not as 

familiar with the construct of clinical competence as expected (Polit & Beck, 2021). An attempt 

was made to create a diverse group of content experts who had trained varied populations of 

medical professionals in simulation; however, bias could still have existed. These factors were 

examined and are discussed in the results of the data. 
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Summary 

This chapter discussed the methodology of the study including the design, setting, 

sample, data collection procedures, instrumentation, analysis, duration of the study, ethical 

considerations, and risks, discomforts, and benefits. The research design follows an exploratory 

approach for the design, development, and preliminary assessment of the developed APP-QSAT 

to capture formative and summative assessments of APP fellows for a simulation activity. 

Assessment of the APPs in simulation could provide valuable feedback for not only the APP 

fellows but for the improvement of teaching methods. The “ability to deliberately learn from 

experience is perhaps the most powerful source of adult learning” for both the learners and 

educators (Kolb, 2007, p. 28). 
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CHAPTER IV 

RESULTS 

The purpose of this exploratory study was to design, develop, and assess the content validity 

index of the developed instrument based on best evidence and resources available for the assessment 

of a simulation activity for advanced practice providers (APPs) within a fellowship program. The 

exploratory nature was appropriate due to no published instrument that specifically addressed the 

population of APPs and within an acute care setting could be discovered. This research study had 

the opportunity to review data from nine content experts within the field of simulation. In this 

chapter, the data analysis includes (a) an analysis of the variables, (b) face validity, (c) content 

validity, and (d) internal consistency of the Advanced Practice Providers Queen’s Simulation 

Assessment Tool (APP-QSAT).  

The following research questions guided this study:  

Q1  What should be the essential concepts of the modified APP-QSAT for the 

assessment of competence in simulation for APPs within a fellowship program?  

 

Q2 What is the content validity index (CVI) for the developed APP-QSAT calculated 

for the completed instrument as rated by the content experts? 

 

The development of the APP-QSAT occurred in three phases. Phase one consisted of the 

foundational development and design of the APP-QSAT instrument as a template where it was 

taken to an established working group of simulation experts. This was an initial step for face 

validity. In phase two, a demographic survey (see Appendix K) and the content validity index 

(CVI; see Appendix C) were sent to 13 content experts who were invited to complete the CVI. 

Nine content experts completed the CVI. The CVI tool asked them to rate the relevance, clarity, 
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and validity of each of the 30 items on a 4-point Likert scale from 1—Not at all relevant/clear to 

4—Very relevant/clear. Face validity was also examined through the CVI with the content 

experts. In phase three, the results of the CVI were analyzed and modifications to the APP-

QSAT were made based on feedback of the CVI results and the open-ended question. A second 

round was also completed in this phase to assess these results with five of the original content 

experts and computed a scale content validity index (S-CVI) and the modified kappa (Polit & 

Beck, 2021). This chapter presents the findings from the content validity testing to establish 

levels of validity, a modified kappa to exclude chance agreement, and a Cronbach’s alpha for 

internal consistency.  

Description of the Sample 

A convenience sample of nine content experts included colleagues and classmates who 

were experienced in simulation training of medical professionals. Four (44%) of the nine content 

experts identified as male and five (55%) identified as female. Five (55%) of the nine content 

experts were in the age range of 30-39, three (33%) were in the age range of 40-49, and one 

(11%) was in the age range of greater than 60 years of age. There were two (22%) nurse 

practitioners, two (22%) physicians, two (22%) registered nurses, two (22%) paramedics, and 

one (11%) physician assistant. There were three (33%) Ph.D. students, two (22%) with medical 

doctorates, one (11%) with Ph.D., one (11%) Doctor of Nursing, one (11%) with a master’s 

degree in nursing, one (11%) with a master’s degree in medical sciences, and two (22%) with 

Bachelor of Nursing Science. Seven (77%) of the content experts were affiliated with Rutgers 

University, one (11%) from University of Hartford, and three (33%) were affiliated with Robert 

Wood Johnson Barnabas Health system (RWJBH). Three (33%) of the content experts were 
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directors of a simulation center and six were (66%) educators in simulation. Four (44%) of the 

content experts received no education to be educators in simulation (see Table 1). 
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Table 1 

Demographic Survey of Content Experts 

 

Note. CC: critical care medicine, ER: emergency medicine,  Ed.: education, RWJBH: Robert Wood Johnson Barnabas Health system 

 Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9 

Gender M 

 

F M F M F M F F 

Age 30-39 >60 30-39 40-49 30-39 30-39 40-49 40-49 30-39 

Educational  

Level 

DNP 

 

 

PhD BSN MD BSN MD BSN, PhD 

student 

MSN,  PhD 

student 

MSN,  PhD 

student 

Board license NP NP RN MD Paramedic MD Paramedic PA RN 

Specialty CC, hospitalist,  

Ed. 

 

CC, Ed. ER, Ed. CC,  Ed. ER, CC, Ed. ER,  Ed. ER,  Ed. ER,  Ed. Labor and 

Delivery,  

Ed. 

Years’ 

experience in 

specialty 

 

6-10 26-30 6-10 11-15 

 

11-15 

 

16-20 21-25 16-20 6-10 

Role in 

Simulation 

Educator 

 

 

 

Educator 

 

Educator 

 

Educator 

 

Director of Sim 

Center 

Director 

of Sim 

Center 

Director of 

Sim Center 

Educator 

 

Educator 

 

Education in 

Simulation 

None None CHSE, 

CHSOS 

None CHSE SSH: 

Laerdal Operator 

course, Teaching 

with LLEAP, 

Debriefing, IMSH  

 

CHSE CHSE SSIH; CMS 

Harvard 

Design and 

Debrief 

 

None 

Years’ 

experience in 

simulation 

 

1-2 >20 5-6 7-8 11-15 6-10 11-15 11-15 7-8 

Institution Rutgers/ RWJBH Rutgers RWJBH Rutgers Rutgers Rutgers Rutgers Rutgers/ 

RWJBH 

University of 

Hartford 
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Analysis of Variables  

 

The APP-QSAT consisted of the following domains: primary assessment, diagnostic 

actions, therapeutic actions, communication, and overall performance. Thirty items were 

analyzed by nine content experts on a 4-point Likert scale from 1—Not at all relevant/clear to 

4—Very relevant/clear on the CVI tool (see Appendix J). Each variable within each of the 

domains was examined. If content experts responded with a 2 or less, experts were required to 

provide feedback. There were also questions for each domain. The responses were in binary 

format (yes/no), and the content experts were required to expand on feedback if they 

responded no. This qualitative review of the instrument helped to establish face validity for 

the APP-QSAT. The primary assessment domain included (a) airway, breathing, circulation, 

disability, and exposure (ABCDE); (b) monitoring; (c) rhythm assessment; (d) identify 

problems; (e) intravenous/intraosseous/central venous catheter access, and the following 

question—Do you feel these components are comprehensive to the domain of primary 

assessment? The diagnostic actions domain included (a) obtains targeted history, (b) physical 

exam-focus assessment, (c) bloodwork, (d) imaging, (e) extended data, and the following 

question—Do you feel these components are comprehensive to the domain of diagnostic 

actions? The therapeutic actions domain included (a) priority interventions, (b) medications, 

(c) labs, (d) imaging, (e) appropriate consult, and the following question—Do you feel these 

components are comprehensive to the domain of therapeutic actions? The communication 

domain included (a) introduction—introduces self and explains clinical situation (b) 

communication—clear and concise orders and directions, (c) prioritization—prioritizes tasks 

and anticipates further steps, (d) leadership—demonstrates leadership in managing crisis, (e) 

consultation—present consults clearly or instructs another member to call, and the following 
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question—Do you feel these components are comprehensive to the domain of 

communication?  

The definitions of the individual domains and global rating scales differed in the original 

QSAT and were not changed in Round One of the content validation (see Appendix C). 

However, the verbiage of the scales was altered to include Benner’s verbiage of Novice to 

Expert throughout the scales. Inferior was altered to Novice, Novice was altered to Advanced 

Beginner, Competent remained the same, Advanced was altered to Proficient, and Superior 

was altered to Expert. The domain scoring included (a) 1—Novice: delayed or incomplete 

performance of all criteria, (b) 2—Advanced Beginner: delayed or incomplete performance of 

many criteria, (c) 3—Competent: delayed or incomplete performance of some criteria, (d) 4— 

Proficient: competent performance of most criteria, (e) 5—Expert: Competent performance of 

all criteria, and the following question—Do you feel these five levels of scoring are 

comprehensive to the domain scoring? The Global Rating Scale domain included the 

following definitions: (a) 1— Novice: all skills require significant improvement, (b) 2—

Advanced Beginner: most skills require significant improvement, (c) 3—Competent: some 

skills require moderate improvement, (d) 4—Proficient: some skills require minor 

improvement, (d) 5—Expert: few, if any skills require only minor improvement, and the 

following question—Do you feel these five levels of scoring are comprehensive to the global 

rating scale? At the end of the content validation form, there was one open ended question to 

the experts: Are there critical aspects of assessing APP competence that are not included in 

this survey? This feedback was also included into the APP-QSAT and sent to the content 

experts for a second round of content validity. In the second round, definitions of Novice to 

Expert for both the individual domains and global rating scale were adjusted to reflect the 
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feedback from the content experts’ CVI scores and written feedback. The definitions were 

carried throughout the APP-QSAT, no longer differing from individual domains and global 

rating scales based on the CVI scores. 

Face Validity Analysis  

Face validity is a subjective assessment as it is the extent to which an instrument looks 

as though it is measuring what it proposes to measure (Polit & Beck, 2021). In each domain of 

the APP-QSAT, nine experts were asked in binary format (yes/no), do each of the components 

appear to be measuring its intended concept of primary assessment, diagnostic actions, 

therapeutic actions, communication, domain scoring, and global rating scale (see Appendix 

H). One expert (11%) answered No for the communication domain and three (33%) 

responded with No to both the domain scoring and global rating scale. This critical review by 

the content experts on the content validity index tool supported face validity of the APP-

QSAT.   

Open-Ended Question Analysis 

There was also an open-ended question to the content experts at the end of the CVI 

tool: Are there critical aspects of assessing APP competence that are not included in this 

survey? One response stated, “Safety measures ought to be included within the domain of 

Communication [Item 18] for prioritization.” Three content experts provided responses 

stating confusion regarding the rubric, which possessed different definitions for Novice, 

Advanced Beginner, Competent, Proficient, and Expert for scales in the domains and the 

global rating scale. All of these responses were addressed in round two of the content 

validation. 
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Content Validity Analysis 

Content experts completed an electronic review of the instrument with results of the 

CVI, the universal agreement (UA), and scale content validity index (S-CVI). Polit and Beck 

(2021) suggested that for a scale to be considered as having excellent content validity, the 

item-level content validity index (I-CVI) should be a minimum of 0.78. The I-CVIs of “0.50 

or less are excluded because these would always be unacceptable” (Polit et al., 2007, p. 465). 

As illustrated in Tables 2 and 3, all items on the APP-QSAT had an I-CVI equal to 

0.78 or greater; seven scored 0.67 for both relevance and clarity. The universal agreements 

are also presented in both Tables 2 and 3; these numbers reflected the content experts who 

scored each item as a 3—Quite relevant/clear to 4—Very relevant/clear. Item 19 

(Leadership: Demonstrates leadership in managing crisis) had an I-CVI of 0.78 with ratings 

of relevant or very relevant by seven of the nine content experts. Item 22 (Advanced 

Beginner: Delayed or incomplete performance of many criteria) had an I-CVI of 0.67 with 

ratings of relevant or very relevant by six of the nine content experts. Item 23 (Competent: 

Delayed or incomplete performance of some criteria) had an I-CVI of 0.67 with ratings of 

relevant or very relevant by six of the nine content experts. Item 24 (Proficient: Competent 

performance of most criteria) had an I-CVI of 0.67 with ratings of relevant or very relevant 

by six of the nine content experts. Item 27 (Advanced Beginner: Most skills require moderate 

or significant improvements) had an I-CVI of 0.67 with ratings of relevant or very relevant 

by six of the nine content experts. Item 28 (Competent: Some skills require moderate 

improvement) had an I-CVI of 0.67 with ratings of relevant or very relevant by six of the 

nine content experts. Item 29 (Proficient: Some skills require minor improvement) had an I-

CVI of 0.67 with ratings of relevant or very relevant by six of the nine content experts. These 
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items were examined along with the written feedback if they scored the items with a 2 or 

less, which was required. Items were modified for the second round with five of the original 

nine. The S-CVI was determined by calculating the average of the I-CVI results for all items 

in each scale. This method of calculating the content validity of a scale was defined by Polit 

and Beck (2021) who designated this method of the scale-content validity index/average (S-

CVI/ave). These authors suggested that results above 0.90 could be considered as 

demonstrating excellent content validity. The average S-CVI/ave for the APP-QSAT was 

calculated resulting in a S-CVI/ave of 0.91, which demonstrated excellent content validity 

despite having items not meeting the minimum of 0.78 (Polit & Beck, 2021; Polit et al., 

2007). 
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Table 2   

 

Round 1 Content Validity: Relevance 

Note. a The number of experts rating the item either a 3 (Relevant) or 4 (Very Relevant) 
b Item Content Validity Index (I-CVI). The proportion of experts rating this item as Relevant or 

Very Relevant  Highlighted scores identify items with I-CVI < .78 

  

 Expert 1 

 
Expert 2 

 
Expert 3 

 
Expert 4 Expert 5 Expert 6 

 
Expert 7 

 
Expert 8 

 
Expert 9 

 
UAa 

 

I-CVIb 

 

Domain: Primary Assessment 
Item 1 4 4 4 4 4 4 4 4 4 9 1.00 

Item 2 4 4 4 4 4 4 4 4 4 9 1.00 
Item 3 3 4 3 4 3 4 4 4 4 9 1.00 

Item 4 3 4 4 4 3 4 4 4 4 9 1.00 

Item 5 3 4 4 4 4 4 3 4 4 9 1.00 
            

Domain: Diagnostic Actions 

Item 6 3 4 4 4 4 3 4 4 4 9 1.00 

Item 7 4 4 4 4 3 4 4 4 4 9 1.00 
Item 8 4 4 4 4 4 4 4 4 4 9 1.00 

Item 9 3 4 4 4 4 4 4 4 4 9 1.00 

Item 10 3 4 4 4 4 3 4 4 4 9 1.00 
            

Domain: Therapeutic Actions 

Item 11 4 4 4 4 4 4 4 4 4 9 1.00 

Item 12 3 4 4 4 3 4 4 4 4 9 1.00 

Item 13 3 4 4 4 4 4 4 4 4 9 1.00 

Item 14 3 4 4 4 4 4 4 4 4 9 1.00 

Item 15 3 4 4 4 4 4 4 4 4 9 1.00 

            

Domain: Communication 

Item 16 4 4 4 4 4 4 4 4 4 9 1.00 

Item 17 3 4 4 4 4 4 4 4 4 9 1.00 

Item 18 4 4 4 4 4 4 4 4 3 9 1.00 

Item 19 1 4 4 4 4 4 4 2 4 7 0.78 

Item 20 4 4 4 4 4 4 4 4 4 9 1.00 

            

Domain Scoring 

Item 21 4 4 4 4 4 2 4 4 4 8 0.89 

Item 22 2 4 4 2 4 2 4 4 4 6 0.67 

Item 23 2 4 4 2 4 2 4 4 4 6 0.67 

Item 24 2 4 4 2 4 2 4 4 4 6 0.67 

Item 25 4 4 4 4 4 2 4 4 4 8 0.89 

            

Global Rating Scale 

Item 26 1 4 4 4 4 4 4 4 4 8 0.89 

Item 27 1 4 4 2 4 2 4 4 4 6 0.67 

Item 28 1 4 4 2 4 2 4 4 4 6 0.67 

Item 29 1 4 4 2 4 2 4 4 4 6 0.67 

Item 30 1 4 4 4 4 4 4 4 4 8 0.89 



 60 

Table 3 

 

Round 1 Content Validity: Clarity  

 

Note. a The number of experts rating the item either a 3 (Relevant) or 4 (Very Relevant). 
b Item Content Validity Index (I-CVI). The proportion of experts rating this item as Relevant or 

Very Relevant. 

  

 Expert 

1 

 

Expert 

2 

 

Expert 

3 

 

Expert 

4 

Expert 

5 

Expert 

6 

 

Expert 

7 

 

Expert 

8 

 

Expert 

9 

 

UAa 

 

I-CVIb 

 

Domain: Primary Assessment 

Item 1 4 4 4 4 4 3 3 3 4 9 1.00 

Item 2 4 4 4 4 4 4 3 4 4 9 1.00 

Item 3 3 4 4 4 2 4 4 4 3 8 0.89 

Item 4 3 4 2 4 3 3 4 4 4 8 0.89 

Item 5 3 4 4 4 4 3 3 4 2 8 0.89 

            

Domain: Diagnostic Actions 

Item 6 3 4 4 4 4 3 4 4 4 9 1.00 

Item 7 4 4 4 4 3 3 3 4 4 9 1.00 

Item 8 4 4 3 4 4 3 3 4 3 9 1.00 

Item 9 3 4 4 4 4 3 3 4 3 9 1.00 

Item 10 3 4 4 3 4 3 3 3 4 9 1.00 

            

Domain: Therapeutic Actions 

Item 11 4 4 4 4 4 3 2 4 4 8 0.89 

Item 12 3 4 2 4 3 3 4 4 4 8 0.89 

Item 13 3 4 4 4 4 3 4 4 2 8 0.89 

Item 14 3 4 4 4 4 3 4 4 2 8 0.89 

Item 15 3 4 4 4 4 3 4 4 4 9 1.00 

            

Domain: Communication 

Item 16 4 4 4 4 4 3 4 4 4 9 1.00 

Item 17 3 4 4 4 4 3 4 4 4 9 1.00 

Item 18 4 4 4 4 4 3 4 4 4 9 1.00 

Item 19 1 4 4 4 4 3 4 3 4 8 0.89 

Item 20 4 4 4 4 4 3 4 4 4 9 1.00 

            

Domain Scoring 

Item 21 4 4 4 4 4 4 4 4 4 9 1.00 

Item 22 2 4 3 2 3 2 4 4 4 6 0.67 

Item 23 2 4 3 2 3 2 4 4 4 6 0.67 

Item 24 2 4 3 2 3 2 4 3 4 6 0.67 

Item 25 4 4 4 3 4 4 4 3 4 9 1.00 

 

Global Rating Scale 

Item 26 1 4 4 4 4 3 4 3 4 8 0.89 

Item 27 1 4 3 2 3 3 4 2 4 6 0.67 

Item 28 1 4 3 2 3 2 4 3 4 6 0.67 

Item 29 1 4 3 2 3 2 4 4 4 6 0.67 

Item 30 1 4 4 4 3 3 4 4 4 8 0.89 
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The second round was implemented to improve upon the content validity results. It 

consisted of five of the nine content experts (see Tables 4 and 5). Polit and Beck (2021) 

recommended taking a subset from the first panel of content experts, ranging from three to five. 

No items were removed but rather modified to meet the written feedback of the content experts 

for clarification of the items and calculate the I-CVI and S-CVI/ave again.  

Item 19 (Leadership: Demonstrates leadership in managing crisis) was modified to read 

Leadership: Establishes workload distribution, ownership of the situation. Written feedback on 

the items revealed that the verbiage “some, most, or many” did not communicate clearly. Items 

21-30 were modified in language to present with more objectivity and clarity in communication 

as sought by the content experts. Written feedback from a score of 1—Not relevant/clear or 2—

Somewhat relevant/clear delineated the use of “competent” within the domain and global rating 

scale was not well-defined, not clearly communicated, and was not objective: Item 21 (Novice: 

Delayed or incomplete performance of all criteria), Item 22 (Advanced Beginner: Delayed or 

incomplete performance of 75% criteria), Item 23 (Competent: Delayed or incomplete 

performance of 50% criteria, Item 24 (Proficient: Delayed or incomplete performance of 25% 

criteria), and Item 24 (Expert: skills complete with no improvement needed). This second round 

yielded I-CVI of 1.0 and a S-CVI/ave of 1.0 for relevance to the construct. A modified kappa 

statistic that adjusted each I-CVI is seen in Table 4 to exclude chance agreement. The index is 

called a “modified kappa because it is an index of agreement of a certain type, namely agreement 

among the judges that the item is relevant” (Polit et al., 2007, p. 465). To compute the modified 

kappa, the probability of chance agreement was first computed in the second round. 
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Table 4 

 

Round 2 Content Validity: Relevance  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. a The number of experts rating the item either a 3 (Relevant) or 4 (Very Relevant). 

b Item Content Validity Index (I-CVI). The proportion of experts rating this item as Relevant or 

Very Relevant c Probability     d modified kappa 

  

 Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 UAa I-CVIb Pcc 

 

Kd 

Domain: Primary Assessment 

Item 1 4 4 4 4 4 5 1.00 .041  1.00 

Item 2 4 4 4 4 4 5 1.00 .041  1.00 

Item 3 4 4 4 4 4 5 1.00 .041  1.00 

Item 4 4 4 4 4 4 5 1.00 .041  1.00 

Item 5 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain: Diagnostic Actions 

Item 6 4 4 4 4 4 5 1.00 .041  1.00 

Item 7 4 4 4 4 4 5 1.00 .041  1.00 

Item 8 4 4 4 4 4 5 1.00 .041  1.00 

Item 9 4 4 4 4 4 5 1.00 .041  1.00 

Item 10 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain: Therapeutic Actions 

Item 11 4 4 4 4 4 5 1.00 .041  1.00 

Item 12 4 4 4 4 4 5 1.00 .041  1.00 

Item 13 4 4 4 4 4 5 1.00 .041  1.00 

Item 14 4 4 4 4 4 5 1.00 .041  1.00 

Item 15 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain: Communication 

Item 16 4 4 4 4 4 5 1.00 .041  1.00 

Item 17 4 4 4 4 4 5 1.00 .041  1.00 

Item 18 4 4 4 4 4 5 1.00 .041  1.00 

Item 19 4 4 4 4 4 5 1.00 .041  1.00 

Item 20 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain Scoring 

Item 21 4 3 4 4 3 5 1.00 .041  1.00 

Item 22 4 3 4 4 3 5 1.00 .041  1.00 

Item 23 4 3 4 4 3 5 1.00 .041  1.00 

Item 24 4 3 4 4 3 5 1.00 .041  1.00 

Item 25 4 3 4 4 3 5 1.00 .041  1.00 

          

Global Rating Scale 

Item 26 4 3 4 4 3 5 1.00 .041  1.00 

Item 27 4 3 4 4 3 5 1.00 .041  1.00 

Item 28 4 3 4 4 3 5 1.00 .041  1.00 

Item 29 4 3 4 4 3 5 1.00 .041  1.00 

Item 30 4 3 4 4 3 5 1.00 .041  1.00 
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Table 5  

 

Round 2 Content Validity: Clarity  

 

Note. a The number of experts rating the item either a 3 (Relevant) or 4 (Very Relevant). 

b Item Content Validity Index (I-CVI). The proportion of experts rating this item as Relevant or 

Very Relevant  c Probability     d modified kappa 

 

 

Reliability 

Internal consistency of an instrument has been the most widely used reliability 

measurement among nurse researchers (Polit & Beck, 2021). The internal consistency of the 30-

 Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 UAa I-CVIb Pcc 

 
Kd 

Domain: Primary Assessment 

Item 1 4 4 4 4 4 5 1.00 .041  1.00 
Item 2 4 4 4 4 4 5 1.00 .041  1.00 

Item 3 4 4 4 4 4 5 1.00 .041  1.00 

Item 4 4 4 4 4 4 5 1.00 .041  1.00 
Item 5 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain: Diagnostic Actions 

Item 6 4 4 4 4 4 5 1.00 .041  1.00 

Item 7 4 4 4 4 4 5 1.00 .041  1.00 

Item 8 4 4 4 4 4 5 1.00 .041  1.00 
Item 9 4 4 4 4 4 5 1.00 .041  1.00 

Item 10 4 4 4 4 4 5 1.00 .041  1.00 

          
Domain: Therapeutic Actions 

Item 11 4 4 4 4 4 5 1.00 .041  1.00 

Item 12 4 4 4 4 4 5 1.00 .041  1.00 

Item 13 4 4 4 4 4 5 1.00 .041  1.00 

Item 14 4 4 4 4 4 5 1.00 .041  1.00 

Item 15 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain: Communication 

Item 16 4 4 4 4 4 5 1.00 .041  1.00 

Item 17 4 4 4 4 4 5 1.00 .041  1.00 

Item 18 4 4 4 4 4 5 1.00 .041  1.00 

Item 19 4 4 4 4 4 5 1.00 .041  1.00 

Item 20 4 4 4 4 4 5 1.00 .041  1.00 

          

Domain Scoring 

Item 21 4 3 4 4 3 5 1.00 .041  1.00 

Item 22 4 3 4 4 3 5 1.00 .041  1.00 

Item 23 4 3 4 4 3 5 1.00 .041  1.00 

Item 24 4 3 4 4 3 5 1.00 .041  1.00 

Item 25 4 3 4 4 3 5 1.00 .041  1.00 

          

Global Rating Scale 

Item 26 4 3 4 4 3 5 1.00 .041  1.00 

Item 27 4 3 4 4 3 5 1.00 .041  1.00 

Item 28 4 3 4 4 3 5 1.00 .041  1.00 

Item 29 4 3 4 4 3 5 1.00 .041  1.00 

Item 30 4 3 4 4 3 5 1.00 .041  1.00 
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item APP-QSAT was calculated using the Cronbach’s alpha coefficient after the completion of 

round two. Internal consistency serves as an estimate of reliability. Coefficient alpha “estimates 

the extent to which different sub parts of an instrument are reliability measuring the critical 

attribute, and greater internal consistency is obtained with a set of items that are highly inter-

correlated” (Polit & Beck, 2021, p. 320). Higher values indicated the items were related and 

measured a similar construct, and alpha increased as the number of correlated items increased 

(Polit & Beck, 2021). The coefficient alpha is calculated by taking the average covariance or 

shared variance and dividing it by the average total variance. Meaning the high alpha value 

demonstrates the relationships between the items can account for most of the overall variability. 

Simply saying the items on the APP-QSAT measure clinical competence by the reliability of 

shared variance of the items. Generally, an alpha of greater than 0.80 is considered an indicator 

of good consistency and a coefficient alpha greater than 0.90 is considered excellent (Polit & 

Beck, 2021). The alpha coefficient was conducted using SPSS v.26 and calculated to be 1.00 for 

each of the domains of the APP-QSAT.   

Summary 

 

  This chapter presented salient results from the validity and internal consistency testing of 

the APP-QSAT instrument. Content validity of the APP-QSAT was evaluated by nine content 

experts and revisions were made to the instrument based on content experts’ review. Reliability 

of the instrument was supported through results of the Cronbach’s alpha. Content experts 

provided responses to the open-ended question at the end of the content validation, which were 

analyzed and results further supported both face and content validity of the instrument. Chapter 

V discusses implications and conclusions drawn from these results. 
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CHAPTER V 

 

DISCUSSION AND CONCLUSION 

 

This chapter presents a discussion, major findings, the study strengths and limitations, 

and recommendations for further research. The chapter concludes with a summary of the 

evaluation and potential for implementing the modified Advanced Practice Providers- Queen’s 

Simulation Assessment (APP-QSAT; see Appendix L). 

Discussion 

 

The purpose of this exploratory study was to design, develop, and assess the content 

validity index of the developed instrument based on best evidence and resources available for the 

assessment of a simulation activity for advanced practice providers (APPs) within a fellowship 

program. Through an extensive literature review, no published instrument that specifically 

addressed the population of APPs within an acute care setting could be uncovered.  

Major Findings 

 

The original QSAT was a valid and reliable modifiable instrument created by Dr. Hall as  

a modifiable anchored scoring tool for competence in simulation-based scenarios for emergency 

medicine residents (Hall et al., 2015). Content validity is “defined as the extent to which an 

instrument’s content adequately captures the construct – that is, whether an instrument has an 

appropriate sample of items for the construct being measured” (Polit & Beck, 2021, p. 322). The 

measurement of validation was an ‘evidence-building enterprise’ and building the evidence was 

built with the content validity index (CVI) results. Despite six of the items (19, 21-24, 26-29) 

having an item-level content validity index (I-CVI) of 0.67 on both relevance and clarity of the 
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construct, the feedback from the scores of 2 or less provided insight for modification in round 

two of content validity. Due to the permission granted for the use of the instrument in this study, 

items were able to be altered based on the content validation research. Round two resulted in an 

increase in I-CVI from 0.67 to 1.00 in both relevance and clarity for the six items, which is the 

highest for excellent content validity. The scale content validity index/average (S-CVI/ave) also 

resulted with a 0.91 for round one and increased to 1.00 as well, demonstrating excellent content 

validity for the APP-QSAT. Dr. Hall’s original QSAT held alternative definitions on the scales 

from the domain scoring to the global rating scale (see Figure 5). As seen in Chapter IV in the 

content validity analysis, the feedback created improved definitions that aimed to provide more 

objectivity and clarity for scoring both in the domains and the global rating scales (see Figure 

6).  
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Figure 6 

 

Advanced Practice Provider-Queen’s Simulation Assessment Tool 

  
Domain Rating Scale 

1 2 3 4 5 

Novice 

Delayed or 

incomplete 

performance of 

all criteria 

Advanced 

Beginner 

Delayed or 

incomplete 

performanc

e of 75% 

criteria 

Competent 

Delayed or 

incomplete 

performance of 

50% criteria 

Proficient 

Delayed or 

incomplete 

performance 

of 25% 

criteria 

Expert  

Skills completed with 

no improvement 

needed  

Global Rating Scale 
1 2 3 4 5 

Novice 

Delayed or 

incomplete 

performance of 

all criteria 

Advanced 

Beginner 

Delayed or 

incomplete 

performanc

e of 75% 

criteria 

Competent 

Delayed or 

incomplete 

performance of 

50% criteria 

Proficient 

Delayed or 

incomplete 

performance 

of 25% 

criteria 

      Expert  

Skills completed 

with no 

improvement 
needed 

Note. Reprinted with the permission (see Appendix B) from Wolters Kluwer Health, Inc. Hall, 

A. K., Dagnone, J. D., Lacroix, L., Pickett, W., & Klinger, D. A. (2015). Queen’s simulation 

assessment tool: Development and validation of an assessment tool for resuscitation objective 

structured clinical examination stations in emergency medicine. Simulation In Healthcare, 10(2), 

98-105. 

 

The feedback from the open-ended question provided additional insight on the face 

validity as well as the new iteration of the APP-QSAT for round two of content validation. After 

round two, the modified Kappa was also computed and adjusted for each I-CVI for chance 

agreement. The “modified Kappa is an index of agreement of a certain type, namely agreement 

among the [content experts] that the item is relevant, agreement about non-relevance is not 

counted, because such agreement does not inform the research about the content validity” (Polit et 

al., 2007, p. 465). The probability was calculated to compute the modified Kappa, which should 

be equal to or greater than 0.74. The second round yielded a modified Kappa of 1.00, which 

demonstrated excellent agreement on relevance. 
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Strengths and Limitations 

This study explored the literature for a valid, reliable instrument to assess competence for 

APPs within simulation. There were several strengths and limitations of this research study. One 

limitation to the study existed due to the lack of literature examining the assessment of 

competence within the population of APPs, both clinically and in simulation activities.  

Convenience sampling is considered the weakest form of sampling (Polit & Beck, 2021). 

Although convenience sampling introduced the risk of sampling bias, this study mitigated those 

risks by including participants from varied professions. The selection of content experts was 

decided based on simulation experience and with varied populations; however, there was still 

potential for the identified content experts to not have understood the task or they might have had 

bias. The convenience sample of content experts was selected due to their experience in training 

healthcare professionals within simulation. The content experts served several medical 

professional populations such as nurses, nurse practitioners (NPs), NP students, physician 

assistants (PAs), PA students, medical physicians, medical residents, medical fellows, 

pharmacists, pharmacy students, paramedics, and paramedic students.  

This study was strengthened by increasing the number of content experts to nine to 

decrease chance agreement (Almanasreh et al., 2019). Their collective knowledge was influential 

in developing the APP-QSAT; the modifications for round two were based directly on the I-CVI 

results, from the written feedback with scores of 2 or less by three of the nine content experts, and 

the open-ended question at the end of the CVI instrument. Polit and Beck (2021) recommended 

taking a subset of the original group of content experts for round two. “Data from the first round 

was analyzed with a view of evaluating the performance of the experts, not just the items” (Polit 

& Beck, 2021, p. 348). The measurement of validation was an “evidence-building enterprise” and 
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building the evidence with the CVI results, the validity could be inferred (Polit & Beck, 2021, p. 

322). The strength of this study was revealed by I-CVIs of 1.00 for both the relevance and the 

clarity on the second round. The S-CVI also increased from .91 to 1.00. The modified Kappa 

provided a level of 1.00 to eliminate chance agreement amongst the content experts.  

The salient limitation of this study reflected that only validation testing was performed and 

was limited due to the lack of reliability studies. Internal consistency was analyzed with a 

coefficient alpha of 1.00, which was considered excellent consistency. Despite the calculated 

coefficient alpha, examination of inter-rater reliability could enhance the reliability of the APP-

QSAT. Reliability is the extent to which scores have not changed; they are the same for repeated 

measurements with different simulation activities and with different raters (Polit & Beck, 2021). 

Inter-rater reliability testing by two or more raters using the APP-QSAT had the potential to 

provide measurements that demonstrated its quality and internal consistency.  

Recommendations for Research 

 

Findings from this study finalized the development and content validity of the APP-

QSAT, a modifiable template designed to measure competence for advanced practice providers 

(APPs) in acute care settings, particularly within APP fellowships. The APP-QSAT represents a 

novel approach to assessing clinical competence, moving beyond traditional checklist-based tools 

that often neglect the holistic aspects of APP practice. The templated instrument also can adapt 

from new learners to experienced ones. 

Exploring the literature of competence, APP fellowships, and the assessment within 

simulation brought forth novel ideas and questions for future research. Reliability studies are 

necessary to determine the utility and quality of the APP-QSAT, going beyond the initial internal 

consistency. Inter-rater reliability is the gathering of a quantitative measure with two or more 
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raters utilizing the APP-QSAT. Intra-rater reliability is an assessment the same raters utilize with 

the APP-QSAT on more than one simulation activity. Examining inter-rater and intra-rater 

reliability ensures the instrument produces consistent and reproducible results. Future reliability 

studies are crucial as the best practice of simulation advocates for the use of valid and reliable 

instruments for the measurement of outcomes (Lewis et al., 2017). 

The APP-QSAT confirms competence in learners through a longitudinal, stepwise 

process, offering both formative and summative evaluations to identify strengths and areas for 

improvement. This approach could be particularly beneficial for APP fellowship programs where 

the development and assessment of competence are critical for ensuring the readiness of graduates 

to provide high-quality patient care. The utility of the APP-QSAT might also be useful for both 

APP students and working APPs within simulation. Future studies would require exploration of 

modifying the APP-QSAT and focusing on other clinical settings such as primary care, 

midwifery, or for nurse anesthetists.    

Future research should also investigate how receptive APP students, APP fellows, or APPs 

would feel being assessed through simulations. The debate continues over the use of simulation as 

an assessment tool versus an educational one (Noureldin et al., 2018). As simulation becomes 

more prevalent in healthcare training, including APP fellowships, this controversy should be 

further explored. The high stakes evaluations of written examinations could be in combination 

with real-world scenarios in simulation. Future research could explore these measurements for 

possible benefits if any to the learners. Additionally, future studies should compare competency-

based assessments in simulations with those in clinical settings. Some literature indicated that 

simulation-based assessments could predict future clinical performance (Ryall et al., 2016). Yet, 
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studies need to utilize a valid, reliable instrument in both simulation and the clinical setting for 

comparison.  

Overall, the development and validation of the APP-QSAT represented a significant step 

forward in the assessment of clinical competence for APPs. By moving beyond traditional 

checklists, the APP-QSAT might enhance the quality of APP education and training, ultimately 

improving patient outcomes and the delivery of healthcare services. The APP-QSAT is a 

modifiable template designed to measure competence for APPs in acute care settings, particularly 

within APP fellowships. The APP-QSAT aims to capture the full spectrum of clinical competence 

including not only technical skills but also critical thinking, decision-making, communication, and 

interprofessional collaboration. This novel assessment instrument goes beyond the limitations of 

traditional checklist-based instruments, which often neglect the multifaceted nature of APP 

practice. Future studies could explore comparison of checklists versus the APP-QSAT for 

comparison of learners’ competency levels within simulation. 

Summary 

 

A review of the literature revealed no valid, reliable instrument to assess competence for 

the population of APPs within both simulation and clinical settings. The literature also 

highlighted the importance of best practices from the International Nursing Association for 

Clinical and Simulation Learning (2021) such as professional development of faculty within 

simulation, simulation design, outcomes and objectives, evaluation of learning and performance, 

operations, and simulation-enhanced interprofessional education (Lewis et al., 2017). The 

purpose of this exploratory study was to design, develop, and assess the content validity index of 

the developed instrument based on best evidence and resources available for the assessment of a 

simulation activity for APPs within a fellowship program. Simulation that enhances clinical 
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reasoning by guiding learners through purposeful, guaranteed learning experiences could use the 

APP-QSAT, which would provide assessments in alignment with best practices for learners 

(Fogg et al., 2020). 

 



73 
 

 

 

 

 

REFERENCES 

Accreditation Council for Graduate Medical Education. (2020). Critical care medicine 

milestones. 

https://www.acgme.org/globalassets/pdfs/milestones/criticalcaremedicinemilestones2.0.p

df 

Advanced Practice Provider Fellowship Accreditation. (2023). APPFA application manual. 

https://www.nursingworld.org/~4a5170/globalassets/organizational-

programs/accreditation/2023-appfa-application-manual.pdf 

Akhigbe, T. (2018). Summative objective structured clinical examination assessment: a mini 

review. International Journal of Medical Reviews, 5(4), 140-142. 

Al-Elq, A. H. (2010). Simulation-based medical teaching and learning. Journal of Family and 

Community Medicine, 17(1), 35. 

Al-Eraky, M., & Marei, H. (2016). A fresh look at Miller's pyramid: assessment at the 'Is' and 

'Do' levels. Medical Education, 50(12), 1253-1257. 

Almanasreh, E., Moles, R., & Chen, T. F. (2019). Evaluation of methods used for estimating 

content validity. Research in Social and Administrative Pharmacy, 15(2), 214-221. 

American Academy of Physician Associates. (2023). Common questions. What is a PA? What 

does a PA do? https://www.aapa.org/about/what-is-a-pa/ 

American Association of Colleges of Nursing. (2021). The essentials: Core competencies for 

professional nursing education. Author. 

https://www.acgme.org/globalassets/pdfs/milestones/criticalcaremedicinemilestones2.0.pdf
https://www.acgme.org/globalassets/pdfs/milestones/criticalcaremedicinemilestones2.0.pdf
https://www.nursingworld.org/~4a5170/globalassets/organizational-programs/accreditation/2023-appfa-application-manual.pdf
https://www.nursingworld.org/~4a5170/globalassets/organizational-programs/accreditation/2023-appfa-application-manual.pdf
https://www.aapa.org/about/what-is-a-pa/


74 
 

American Association of Nurse Practitioners. (2020, November 10). The path to becoming a 

nurse practitioner (NP). https://www.aanp.org/news-feed/explore-the-variety-of-career-

paths-for-nurse-practitioners 

American Board of Internal Medicine. (2023). Mini-CEX. clinical evaluation for trainees. 

https://www.abim.org/program-directors-administrators/assessment-tools/mini-cex.aspx 

American Nurse Credentialing Center. (2020). Practice transition accreditation program 

application manual. American Nurses Association. 

https://www.nursingworld.org/organizational-programs/accreditation/ptap/download-

ptap-manual/ 

American Nurses Association. (n.d.). Advanced practice registered nurse (APRN). 

https://www.nursingworld.org/practice-policy/workforce/what-is-

nursing/aprn/#:~:text=APRNs%20treat%20and%20diagnose%20illnesses,other%20devel

opments%20in%20the%20field 

Association of American Medical Colleges. (2024). Competency-based medical education. 

https://www.aamc.org/about-us/mission-areas/medical-education/cbme#highlights 

Ayaz, O., & Ismail, F. W. (2022). Healthcare simulation: A key to the future of medical 

education-A review. Advances in Medical Education and Practice, 13, 301-308.  

Beck, C. T., & Gable, R. K. (2001). Ensuring content validity: An illustration of the process. 

Nursing Research, 50(6), 364-369. 

Benner, P. (1982). From novice to expert. The American Journal of Nursing, 82(3), 402-407. 

Benner, P. (2004). Using the Dreyfus model of skill acquisition to describe and interpret skill 

acquisition and clinical judgment in nursing practice and education. Bulletin of Science, 

Technology & Society, 24(3), 188-199. 

https://www.abim.org/program-directors-administrators/assessment-tools/mini-cex.aspx
https://www.nursingworld.org/organizational-programs/accreditation/ptap/download-ptap-manual/
https://www.nursingworld.org/organizational-programs/accreditation/ptap/download-ptap-manual/
https://www.nursingworld.org/practice-policy/workforce/what-is-nursing/aprn/#:~:text=APRNs%20treat%20and%20diagnose%20illnesses,other%20developments%20in%20the%20field
https://www.nursingworld.org/practice-policy/workforce/what-is-nursing/aprn/#:~:text=APRNs%20treat%20and%20diagnose%20illnesses,other%20developments%20in%20the%20field
https://www.nursingworld.org/practice-policy/workforce/what-is-nursing/aprn/#:~:text=APRNs%20treat%20and%20diagnose%20illnesses,other%20developments%20in%20the%20field
https://www.aamc.org/about-us/mission-areas/medical-education/cbme#highlights


75 
 

Billings, D. M., & Halstead, J. A. (2016). Teaching in nursing: a guide for faculty (5thed). 

Elsevier. 

Bowler, F., Klein, M., & Wilford, A. (2021). Healthcare simulation standards of best practiceTM 

professional integrity. Clinical Simulation in Nursing, 58, 45-48. 

Breymier, T. L., Rutherford-Hemming, T., Horsley, T. L., Atz, T., Smith, L. G., Badowski, D., & 

Connor, K. (2015). Substitution of clinical experience with simulation in prelicensure 

nursing programs: A national survey in the United States. Clinical Simulation in Nursing, 

11(11), 472-478. 

Bryant, K., Aebersold, M. L., Jeffries, P. R., & Kardong-Edgren, S. (2020). Innovations in 

simulation: Nursing leaders' exchange of best practices. Clinical Simulation in Nursing, 

41, 33-40.  

Buléon, C., Mattatia, L., Minehart, R. D., Rudolph, J. W., Lois, F. J., Guillouet, E., Philippon, A. 

L., Brissaud, O., Lefevre-Scelles, A., Benhamou, D., Lecomte, F., Group, T. S. A. W. S., 

Bellot, A., Crublé, I., Philippot, G., Vanderlinden, T., Batrancourt, S., Boithias-Guerot, 

C., Bréaud, J., … Chabot, J. M. (2022). Simulation-based summative assessment in 

healthcare: an overview of key principles for practice. Advances in Simulation, 7(1), 42. 

Cambridge Dictionary. (2023). Competence. 

https://dictionary.cambridge.org/dictionary/english/competence 

Cant, R. P., & Cooper, S. J. (2017). Use of simulation-based learning in undergraduate nurse 

education: An umbrella systematic review. Nurse Education Today, 49, 63-71. 

Charnetski, M., & Jarvill, M. (2021). Healthcare simulation standards of best practiceTM 

operations. Clinical Simulation in Nursing, 58, 33-39. 

https://dictionary.cambridge.org/dictionary/english/competence


76 
 

Chisnall, B., Vince, T., Hall, S., & Tribe, R. (2015). Evaluation of outcomes of a formative 

objective structured clinical examination for second-year UK medical 

students. International Journal of Medical Education, 6, 76. 

Chiu, M., Tarshis, J., Antoniou, A., Bosma, T. L., Burjorjee, J. E., Cowie, N., Crooks, S., Doyle, 

K., Dubois, D., Everett, T., Fisher, R., Hayter, M., McKinnon, G., Noseworthy, D., 

O'Regan, N., Peachey, G., Robitaille, A., Sullivan, M., Tenenbein, M., & Tremblay, M. 

H. (2016). Simulation-based assessment of anesthesiology residents' competence: 

development and implementation of the Canadian National Anesthesiology Simulation 

Curriculum (CanNASC). Canadian Journal of Anesthesia, 63(12), 1357.  

Church, C. D., Cosme, S., & O’Brien, M. (2019). Accreditation of transition to practice 

programs: Assessing the value and impact. Journal for Nurses in Professional 

Development, 35(4), 180-184. 

Cook, D. A., Hamstra, S. J., Brydges, R., Zendejas, B., Szostek, J. H., Wang, A. T., Irwin, P. J., 

& Hatala, R. (2013). Comparative effectiveness of instructional design features in 

simulation-based education: Systematic review and meta-analysis. Medical Teacher, 

35(1), e867–e898. https://doi.org/10.3109/0142159X.2012.714886 

Cooper, S., Cant, R., Porter, J., Bogossian, F., McKenna, L., Brady, S., & Fox-Young, S. (2012). 

Simulation based learning in midwifery education: A systematic review. Women and 

Birth, 25(2), 64-78. 

Creswell, J. W., & Creswell, J. D. (2017). Research design: Qualitative, quantitative, and mixed 

methods approaches. Sage Publications. 

https://doi.org/10.3109/0142159X.2012.714886


77 
 

Decker, S., Alinier, G., Crawford, S. B., Gordon, R. M., Jenkins, D., & Wilson, C. (2021). 

Healthcare simulation standards of best practiceTM: The debriefing process. Clinical 

Simulation in Nursing, 58, 27-32. 

DeGrande, H., Liu, F., Greene, P., & Stankus, J. A. (2018). Developing professional competence 

among critical care nurses: An integrative review of literature. Intensive and Critical 

Care Nursing, 49, 65-71. 

Disler, R. T., Rochester, S. F., Kelly, M. A., White, H. L., & Forber, J. (2013). Delivering a large 

cohort simulation-beginning nursing students' experience: A pre-post survey. Journal of 

Nursing Education and Practice, 3(13), 133-142. 

Donovan, L. M., & Mullen, L. K. (2019). Expanding nursing simulation programs with a 

standardized patient protocol on therapeutic communication. Nurse Education in 

Practice, 38, 126-131.  

dos Santos Almeida, R. G., Jorge, B. M., Souza-Junior, V. D., Mazzo, A., Martins, J. C. A., 

Negri, E. C., & Mendes, I. A. C. (2018). Trends in research on simulation in the teaching 

of nursing: an integrative review. Nursing Education Perspectives, 39(3), 7-10. 

El-Haddad, C. G., Damodaran, A., McNeil, H. P., & Hu, W. (2016). The ABCs of entrustable 

professional activities: An overview of 'Entrustable Professional Activities' in medical 

education. Internal Medicine Journal, 46(9), 1006-1010.  

Eppich, W. J., & Salzman, D. H. (2020). Faculty development for mastery learning. In W. C. 

McGaghie, J. H. Barsuk, & and D. B. Wayne (Eds.), Comprehensive healthcare 

simulation: Mastery learning in health professions education (pp. 155-167). Springer. 

  



78 
 

Everett, T. C., Ng, E., Power, D., Marsh, C., Tolchard, S., Shadrina, A., & Bould, M. D. (2013). 

The managing emergencies in paediatric anaesthesia global rating scale is a reliable tool 

for simulation‐based assessment in pediatric anesthesia crisis management. Pediatric 

Anesthesia, 23(12), 1117-1123. 

Flin, R., Patey, R., Glavin, R., & Maran, N. (2010). Anaesthetists' non-technical skills. British 

Journal of Anaesthesia, 105(1), 38-44. 

Flinkman, M., Leino-Kilpi, H., Numminen, O., Jeon, Y., Kuokkanen, L., & Meretoja, R. (2017). 

Nurse competence scale: A systematic and psychometric review. Journal of Advanced 

Nursing, 73(5), 1035–1050. 

Fogg, N., Wilson, C., Trinka, M., Campbell, R., Thomson, A., Merritt, L., Tietze, M., & Prior, 

M. (2020). Transitioning from direct care to virtual clinical experiences during the 

COVID-19 pandemic. Journal of Professional Nursing, 36(6), 685-691. 

Forsman, H., Jansson, I., Leksell, J., Lepp, M., & Sundin Andersson, C. (2020). Clusters of 

competence: Relationship between self‐reported professional competence and 

achievement on a national examination among graduating nursing students. Journal of 

Advanced Nursing, 76, 199–208.  

Furze, J. A., Tichenor, C. J., Fisher, B. E., Jensen, G. M., & Rapport, M. J. (2016). Physical 

therapy residency and fellowship education: Reflections on the past, present, and 

future. Physical Therapy, 96(7), 949-960.  

Garrard, J. (2020). Health sciences literature review made easy. Jones and Bartlett. 

Gent, D., & Kainth, R. (2022). Simulation-based procedure training (SBPT) in rarely performed 

procedures: A blueprint for theory-informed design considerations. Advances in 

Simulation, 7(1), 1-12. 



79 
 

Glicken, A. D., & Miller, A. A. (2013). Physician assistants: From pipeline to practice. Academic 

Medicine, 88(12), 1883-1889. 

Gliva-McConvey, G., Nicholas, C. F., & Clark, L. (2020). Comprehensive healthcare 

simulation: Implementing best practices in standardized patient methodology. Springer.  

Grabenkort, W. R., Pisa, M., & Broyhill, B. S. (2019). Clinical postgraduate training for the 

critical care advanced practice provider: Looking toward the future. In N. Halpern, C. 

Scioutris, & Constantine, R. (Eds.), Integrating advanced practice providers into the ICU 

(2nd ed.). Society of Critical Care Medicine.  

Gray, J., Grove, S. K., & Sutherland, S. (2017). Burns and Grove’s the practice of nursing 

research: Appraisal, synthesis, and generation of evidence (8th ed.). Elsevier. 

Griswold, S., Fralliccardi, A., Boulet, J., Moadel, T., Franzen, D., Auerbach, M., Hart, D., 

Goswami, V., Hui, J., & Gordon, J. A. (2018). Simulation‐based education to ensure 

provider competency within the health care system. Academic Emergency Medicine, 

25(2), 168-176. 

Grover, A., & Howley, L. D. (2023). Competency-based medical education—A journey or a 

destination?. JAMA Network Open, 6(4), e237395. 

Gunawan, J., Aungsuroch, Y., Fisher, M. L., Marzilli, C., & Liu, Y. (2020). Factors related to the 

clinical competence of registered nurses: Systematic review and meta‐analysis. Journal 

of Nursing Scholarship, 52(6), 623-633. 

Hagel, C. M., Hall, A. K., & Dagnone, J. D. (2016). Queen’s university emergency medicine 

simulation osce: An advance in competency-based assessment. Canadian Journal of 

Emergency Medicine, 18(3), 230-233. 



80 
 

Hall, A. K., Dagnone, J. D., Lacroix, L., Pickett, W., & Klinger, D. A. (2015). Queen’s 

simulation assessment tool: Development and validation of an assessment tool for 

resuscitation objective structured clinical examination stations in emergency medicine. 

Simulation In Healthcare, 10(2), 98-105. 

Hastie, M. J., Spellman, J. L., Pagano, P. P., Hastie, J., & Egan, B. J. (2014). Designing and 

implementing the objective structured clinical examination in 

anesthesiology. Anesthesiology, 120(1), 196-203. 

Hecker, K. G., Norris, J., & Coe, J. B. (2012). Workplace-based assessment in a primary-care 

setting. Journal of veterinary medical education, 39(3), 229-240. 

Hift, R. J. (2014). Should essays and other “open-ended”-type questions retain a place in written 

summative assessment in clinical medicine?  BMC Medical Education, 14(1), 1-18. 

Hung, C. C., Kao, H. F. S., Liu, H. C., Liang, H. F., Chu, T. P., & Lee, B. O. (2021). Effects of 

simulation-based learning on nursing students' perceived competence, self-efficacy, 

andlearning satisfaction: A repeat measurement method. Nurse Education Today, 97,1-7. 

Imanipour, M., Ebadi, A., Monadi Ziarat, H., & Mohammadi, M. M. (2022). The effect of 

competency‐based education on clinical performance of health care providers: A 

systematic review and meta‐analysis. International Journal of Nursing Practice, 28(1), 

e13003. 

Institute of Medicine. (2011). The future of nursing: Leading change, advancing health. National 

Academy Press. 

International Nursing Association for Clinical and Simulation Learning. (2021). Healthcare 

simulation standards of best practice.. https://www.inacsl.org/healthcare-simulation-

standards.  



81 
 

Iwasiw, C., Andrusyszyn, M., & Goldenberg, D. (2020). Curriculum development in nursing 

education (4th ed). Jones & Bartlett Learning.  

Jeffries, P. R., Rodgers, B., & Adamson, K. (2015). NLN Jeffries simulation theory: Brief 

narrative description. Nursing Education Perspectives, 36(5), 292-293. 

Jimenez, F. (2017). Using virtual patient simulation in substitution for traditional clinical hours 

in undergraduate nursing.  Shadow Health. 

Jones, B., & Potter, C. (2017). Applying best practice in simulation: Critical care response team 

training. Clinical Simulation in Nursing, 13(9), 442-445. 

Kapur, N., Parand, A., Soukup, T., Reader, T., & Sevdalis, N. (2015). Aviation and healthcare: A 

comparative review with implications for patient safety. JRSM Open, 7(1), 

2054270415616548. 

Kiernan, L. C. (2018). Evaluating competence and confidence using simulation technology. 

Nursing, 48(10), 45. 

Klimpl, D., Franco, T., Tackett, S., Cardin, T. E., Wolfe, B., Wright, S., & Kisuule, F. (2019). 

The current state of advanced practice provider fellowships in hospital medicine: A 

survey of program directors. Journal of Hospital Medicine, 14(7), 401-406. 

Kolb, D. A. (2007). The Kolb learning style inventory. Hay Resources Direct. 

Lewis, K. L., Bohnert, C. A., Gammon, W. L., Hölzer, H., Lyman, L., Smith, C., Thompson, T. 

M., Wallace, A., & Gliva-McConvey, G. (2017). The association of standardized patient 

educators (ASPE) standards of best practice (SOBP). Advances in Simulation, 2(1), 1-8. 

  



82 
 

Manz, J. A., Tracy, M., Hercinger, M., Todd, M., Iverson, L., & Hawkins, K. (2022). Assessing 

competency: An integrative review of the Creighton Simulation Evaluation Instrument 

(C-SEI) and Creighton Competency Evaluation Instrument (C-CEI). Clinical Simulation 

in Nursing, 66, 66-75. 

Maxworthy, J. C., Palaganas, J. C., Epps, C. A., Mancini, M. E. B., & Palaganas, J. C. (2023). 

Defining excellence in simulation programs (2nd ed.). Lippincott Williams & Wilkins. 

McDermott, D. S., Ludlow, J., Horsley, E., & Meakim, C. (2021). Healthcare simulation 

standards of best practiceTM prebriefing: preparation and briefing. Clinical Simulation in 

Nursing, 58, 9-13. 

McDonald, M. (2018). The nurse educator's guide to assessing learning outcomes (4th ed.). 

Jones & Bartlett Learning.  

McGaghie, W. C., Issenberg, S. B., Barsuk, J. H., & Wayne, D. B. (2014). A critical review of 

simulation-based mastery learning with translational outcomes. Wiley.  

McMahon, E., Jimenez, F. A., Lawrence, K., & Victor, J. (2021). Healthcare simulation 

standards of best practiceTM evaluation of learning and performance. Clinical Simulation 

in Nursing, 58, 54-56. 

Merriam-Webster. (2023). Simulation. Merriam-Webster.com. https://www.merriam-

webster.com/dictionary/simulation 

Messick, S. (1995). Validity of psychological assessment: Validation of inferences from persons' 

responses and performances as scientific inquiry into score meaning. American 

Psychologist, 50(9), 741. 

  

https://www.merriam-webster.com/dictionary/simulation
https://www.merriam-webster.com/dictionary/simulation


83 
 

Miller, C., Deckers, C., Jones, M., Wells-Beede, E., & McGee, E. (2021). Healthcare simulation 

standards of best practiceTM outcomes and objectives. Clinical Simulation in Nursing, 58, 

40-44. 

Miller, G. E. (1990). The assessment of clinical skills/competence/performance. Academic 

Medicine, 65(9), S63-7. 

Moran, V., Wunderlich, R., & Rubbelke, C. (2018). Simulation: Best practices in nursing 

education. Springer International Publishing.  

Morcke, A. M., Dornan, T., & Eika, B. (2013). Outcome (competency) based education: An 

exploration of its origins, theoretical basis, and empirical evidence. Advances in Health 

Sciences Education, 18, 851-863.  

Morgan, P. A., Abbott, D. H., McNeil, R. B., & Fisher, D. A. (2012). Characteristics of primary 

care office visits to nurse practitioners, physician assistants and physicians in United 

States Veterans Health Administration facilities, 2005 to 2010: a retrospective cross-

sectional analysis. Human Resources for Health, 10, 1-8. 

Motola, I., Devine, L. A., Chung, H. S., Sullivan, J. E., & Issenberg, S. B. (2013). Simulation in 

healthcare education: A best evidence practical guide. Informa UK Limited.  

Mundinger, M. O. N., & Carter, M. A. (2019). Potential crisis in nurse practitioner preparation in 

the United States. Policy, Politics, & Nursing Practice, 20(2), 57-63. 

Murdoch, N. L., Bottorff, J. L., & McCullough, D. (2014). Simulation education approaches to 

enhance collaborative healthcare: A best practices review. International Journal of 

Nursing Education Scholarship, 10(1), 307-321.  



84 
 

National Council of State Boards of Nursing. (2016). NCSBN simulation guidelines for 

prelicensure nursing education programs [PDF file]. https://www.ncsbn.org/16_ 

Simulation_Guidelines.pdf 

National Council of State Boards of Nursing. (2022). Environmental scan: Resiliency, 

achievement, and public protection. Journal of Nursing Regulation, 12(4), S1–S56. 

https://doi.org/10.1016/s2155-8256(22)00015-1 

Noureldin, Y. A., Lee, J. Y., McDougall, E. M., & Sweet, R. M. (2018). Competency-based 

training and simulation: Making a “valid” argument. Journal of Endourology, 32(2), 84-

93. 

Nousiainen, M. T., McQueen, S. A., Ferguson, P., Alman, B., Kraemer, W., Safir, O., Resnick, 

R., & Sonnadara, R. (2016). Simulation for teaching orthopaedic residents in a 

competency-based curriculum: Do the benefits justify the increased costs?. Clinical 

Orthopaedics and Related Research, 474(4), 935-944. 

Oh, P.-J., Jeon, K.-D., & Koh, M.-S. (2015). The effects of simulation-based learning using 

standardized patients in nursing students: A meta-analysis. Nurse Education Today, 

35(5), e6–e15. https://doi.org/10.1016/j.nedt.2015.01.019 

Padilha, J. M., Machado, P. P., Ribeiro, A. L., & Ramos, J. L. (2018). Clinical virtual simulation 

in nursing education. Clinical Simulation in Nursing, 15, 13-18. 

Park, C. S., Clark, L., Gephardt, G., Robertson, J. M., Miller, J., Downing, D. K., Koh, B. L. S., 

Bryant, K. D., Grant, D., Pai, D. R., Gavilanes, J. S., Herrera Bastida, E. I., Li, L., 

Littlewood, K., Escudero, E., Kelly, M. A., Nestel, D., & Rethans, J. J. (2020). Manifesto 

for healthcare simulation practice. BMJ Simulation & Technology Enhanced 

Learning, 6(6), 365-368. 

https://www.ncsbn.org/16_%20Simulation_Guidelines.pdf
https://www.ncsbn.org/16_%20Simulation_Guidelines.pdf
https://doi.org/10.1016/s2155-8256(22)00015-1
https://doi.org/10.1016/j.nedt.2015.01.019


85 
 

Persico, L., Belle, A., DiGregorio, H., Wilson-Keates, B., & Shelton, C. (2021). Healthcare 

simulation standards of best practiceTM facilitation. Clinical Simulation in Nursing, 58, 

22-26. 

Pijl-Zieber, E. M., Barton, S., Konkin, J., Awosoga, O., & Caine, V. (2014). Competence and 

competency-based nursing education: finding our way through the issues. Nurse 

Education Today, 34(5), 676-678. 

Polit, D. F., & Beck, C. T. (2006). The content validity index: Are you sure you know what's 

being reported? Critique and recommendations. Research in Nursing & Health, 29(5), 

489-497. 

Polit, D. F., & Beck, C. T. (2008). Nursing research: Generating and assessing for nursing 

practice (8th ed.). Lippincott Williams & Wilkins. 

Polit, D. F., & Beck, C. T. (2021). Nursing research: Generating and assessing evidence for 

nursing practice. Wolters. 

Polit, D. F., Beck, C. T., & Owen, S. V. (2007). Is the CVI an acceptable indicator of content 

validity? Appraisal and recommendations. Research in Nursing & Health, 30(4), 459-

467. 

Popkess, A. M., & Frey, J. L. (2016). Strategies to support diverse learning needs of students. In 

D. M. Billings & J. D. Halstead (Eds.), Teaching in nursing: A guide for faculty (5th ed., 

pp. 15-31). Elsevier. 

Premalatha, K. (2019). Course and program outcomes assessment methods in outcome-based 

education: A review. Journal of Education, 199(3), 111-127. 

Puthiaparampil, T., & Rahman, M. M. (2020). Very short answer questions: A viable alternative 

to multiple choice questions. BMC Medical Education, 20(1), 141. 



86 
 

Ramani, S., & Leinster, S. (2008). AMEE Guide no. 34: Teaching in the clinical environment. 

Medical Teacher, 30(4), 347-364.  

Reardon, M. J. (2019). See one, do one, teach one?. The Journal of Thoracic and Cardiovascular 

Surgery, 157(2), e45-e46. 

Rekman, J., Gofton, W., Dudek, N., Gofton, T., & Hamstra, S. J. (2016). Entrustability scales: 

Outlining their usefulness for competency-based clinical assessment. Academic Medicine, 

91(2), 186-190. 

Reville, B., & Foxwell, A. M. (2021). Blueprint for a palliative advanced practice registered 

nurse fellowship. Journal of Palliative Medicine, 24(10), 1436-1442. 

Robert Wood Johnson Barnabas Health. (2024). Advanced practice provider (APP) critical care 

fellowship program. https://www.rwjbh.org/for-health-care-professionals/medical-

education/robert-wood-johnson-university-hospital/advanced-practice-provider-

fellowship/ 

Ross, S. (2021). Simulation-based learning: From learning theory to pedagogical 

application.  Journal of Allied Health Sciences & Practice, 19(4), 1-5.  

Rossler, K., Molloy, M. A., Pastva, A. M., Brown, M., & Xavier, N. (2021). Healthcare 

simulation standards of best PracticeTM simulation-enhanced interprofessional education. 

Clinical Simulation in Nursing, 58, 49-53. 

Ryall, T., Judd, B. K., & Gordon, C. J. (2016). Simulation-based assessments in health 

professional education: a systematic review. Journal of Multidisciplinary Healthcare, 

22(9), 69-82. 

  



87 
 

Ryan, M. S., Khamishon, R., Richards, A., Perera, R., Garber, A., & Santen, S. A. (2021). A 

question of scale? Comparison of generalizability in Ottawa and Chen scales when used 

to formulate ad hoc entrustment decisions for the core EPAs. Academic Medicine, 

96(11S), S214-S215. 

Salzman, D. H., Watts, H., Williamson, K., Sergel, M., Dobiesz, V., DeGarmo, N., Vora, S., 

Sharp, L. J., Wang, E. E., & Gisondi, M. A. (2018). A multicenter collaboration for 

simulation-based assessment of ACGME milestones in emergency medicine. Simulation 

in Healthcare, 13(5), 348-355. 

Sam, A. H., Field, S. M., Collares, C. F., van der Vleuten, C. P., Wass, V. J., Melville, C., Harris, 

J., & Meeran, K. (2018). Very‐short‐answer questions: Reliability, discrimination, and 

acceptability. Medical Education, 52(4), 447-455. 

Sarzynski, E., & Barry, H. (2019). Current evidence and controversies: advanced practice 

providers in healthcare. American Journal of Managed Care, 25(8), 366-368. 

Scalese, R. J., & Hatala, R. (2013). Competency assessment. In A. I. Levine, S. DeMaria, A. D. 

Schwartz, & A. J. Sim (Eds.), The comprehensive textbook of healthcare simulation, (pp. 

135-160). Springer. 

Schönrock-Adema, J., Bouwkamp-Timmer, T., van Hell, E. A., & Cohen-Schotanus, J. (2012). 

Key elements in assessing the educational environment: Where is the theory? Advances 

in Health Sciences Education, 17(5), 727-742. 

Serou, N., Sahota, L. M., Husband, A. K., Forrest, S. P., Slight, R. D., & Slight, S. P. (2021). 

Learning from safety incidents in high-reliability organizations: A systematic review of 

learning tools that could be adapted and used in healthcare. International Journal for 

Quality in Health Care, 33(1), mzab046. 



88 
 

Seybert, A. L., Smithburger, P. L., Benedict, N. J., Kobulinsky, L. R., Kane‐Gill, S. L., & Coons, 

J. C. (2019). Evidence for simulation in pharmacy education. Journal of the American 

College of Clinical Pharmacy, 2(6), 686-692. 

Shepard, L. A. (1993). Evaluating test validity. Review of Research in Education, 19(1), 405-

450. 

Shin, H., Shim, K., Lee, Y., & Quinn, L. (2014). Validation of a new assessment tool for a 

pediatric nursing simulation module. Journal of Nursing Education, 53(11), 623-629. 

Shinnick, M. A., & Woo, M. (2020). Comparison of simulation assessments: Can they identify 

novice/student nurses?. Clinical Simulation in Nursing, 46, 40-49. 

Singh, T., & Modi, J. N. (2013). Workplace-based assessment: a step to promote competency 

based postgraduate training. Indian Pediatrics, 50, 553-559. 

Slater, L. Z., Bryant, K. D., & Ng, V. (2016). Nursing student perceptions of standardized patient 

use in health assessment. Clinical Simulation in Nursing, 12(9), 368-376. 

Society for Simulation in Healthcare. (2018). Certified healthcare simulation educator 

examination blueprint. 

https://www.ssih.org/Portals/48/Certifcation/CHSE_Docs/CHSE_ExaminationBlueprint.

pdf 

Sullivan, N., Swoboda, S. M., Breymier, T., Lucas, L., Sarasnick, J., Rutherford-Hemming, T., 

Budhathoki, C., & Kardong-Edgren, S. S. (2019). Emerging evidence toward a 2: 1 

clinical to simulation ratio: A study comparing the traditional clinical and simulation 

settings. Clinical Simulation in Nursing, 30, 34-41. 

  

https://www.ssih.org/Portals/48/Certifcation/CHSE_Docs/CHSE_ExaminationBlueprint.pdf
https://www.ssih.org/Portals/48/Certifcation/CHSE_Docs/CHSE_ExaminationBlueprint.pdf


89 
 

Sullivan, N. J., Duval-Arnould, J., Twilley, M., Smith, S. P., Aksamit, D., Boone-Guercio, P., 

Jefferies, P. R., & Hunt, E. A. (2015). Simulation exercise to improve retention of 

cardiopulmonary resuscitation priorities for in-hospital cardiac arrests: A randomized 

controlled trial. Resuscitation, 86, 6-13. 

Swanwick, T., Forrest, K. A. T., & O'Brien, B. C. (Eds.). (2018). Understanding medical 

education: Evidence, theory, and practice (3rd ed.) Wiley-Blackwell.   

Ten Cate, O. (2005). Entrustability of professional activities and competency-bases 

training. Medical Education, 39, 1176-1177. 

Ten Cate, O. (2017). Competency-based postgraduate medical education: Past, present and 

future. GMS Journal for Medical Education, 34(5). 

Ten Cate, O., & Taylor, D. R. (2021). The recommended description of an entrustable 

professional activity: AMEE Guide No. 140. Medical Teacher, 43(10), 1106-1114. 

Ten Cate, T. J. O., Snell, L., & Carraccio, C. (2010). Medical competence: the interplay between 

individual ability and the health care environment. Medical Teacher, 32(8), 669-675. 

University of Washington School of Medicine. (2023). OSCE: General information. 

https://education.uwmedicine.org/curriculum/exams/osce/ 

Valentin, V. (2019). Is a doctoral degree right for you? https://paeaonline.org/resources/public-

resources/paea-news/is-a-doctoral-degree-right-for-you 

Violato, E., MacPherson, J., Edwards, M., MacPherson, C., & Renaud, M. (2023). The use of 

simulation best practices when investigating virtual simulation in health care: A scoping 

review. Clinical Simulation in Nursing, 79, 28-39.  

https://education.uwmedicine.org/curriculum/exams/osce/


90 
 

Watts, P. I., McDermott, D. S., Alinier, G., Charnetski, M., Ludlow, J., Horsley, E., Meakim, C., 

& Nawathe, P. A. (2021). Healthcare simulation standards of best practiceTM simulation 

design. Clinical Simulation in Nursing, 58, 14-21. 

Weersink, K., Hall, A. K., Rich, J., Szulewski, A., & Dagnone, J. D. (2019). Simulation versus 

real-world performance: A direct comparison of emergency medicine resident 

resuscitation entrustment scoring. Advances in Simulation, 4(1), 1-10. 

White, M., Cosme, S., & Drown, S. (2021). Revisiting the impact of accreditation on transition 

to practice programs: Findings from a replication Analysis. The Journal of Continuing 

Education in Nursing, 52(11), 525-533. 

World Health Organization. (2018). Building the primary health care workforce of the 21st 

century. https://www.who.int/docs/default-source/primary-health-care-

conference/workforce.pdf 

Yusoff, M. S. B. (2019). ABC of content validation and content validity index calculation. 

Education in Medicine Journal, 11(2), 49-54. 

Zapko, K. A., Ferranto, M. L. G., Blasiman, R., & Shelestak, D. (2018). Evaluating best 

educational practices, student satisfaction, and self-confidence in simulation: A 

descriptive study. Nurse Education Today, 60, 28-34. 

 



91 
 

 

 

 

 

APPENDIX A 

QUEEN’S SIMULATION ASSESSMENT TOOL 

  



92 



93 



94 

APPENDIX B 

PUBLISHER PERMISSION TO USE QUEEN’S 

SIMULATION ASSESSMENT TOOL 



95 



96 



97 

APPENDIX C 

ADVANCED PRACTICE PROVIDERS QUEEN’S ASSESSMENT 

TOOL TEMPLATE (ACUTE CARE SETTING) 



98 
 

PRIMARY 

ASSESSMENT 

ABCDE approach: (Airway, Breathing, Circulation, Disability-GCS, Exposure) 

Requests monitoring and VS: (HR, BP/Spo2/RR/Temp, blood sugar) 

Rhythm Assessment: identify rhythm 

Identify Problems: vocalize all differentials 

IV/IO access: assess the need 

1 2 3 4 5 

Nov
ice 

Advanced Beginner Competent Proficient Expert 

Delayed or incomplete Delayed or incomplete Delayed or incomplete Competent performance Competent performance of 

performance of all criteria performance of many performance of some of most criteria all criteria 

 criteria criteria   

DIAGNOSTIC ACTIONS 

Obtains targeted history: Gather HPI, PMH, Medication List, Allergies 

Physical Exam-Focus assessment: 

Bloodwork: order 

Imaging: order 

Extended Data: e.g., US, Flotrac, Aline: 

1 2 3 4 5 

Nov
ice 

Advanced Beginner Competent Proficient Expert 

Delayed or incomplete Delayed or incomplete Delayed or incomplete Competent performance Competent performance of 

performance of all criteria performance of many performance of some of most criteria all criteria 

 criteria criteria   

THERAPEUTIC 

ACTIONS 

Priority Intervention: e.g. Intubation: 

Medications: e.g. pressors, IVF vasodilators, antibiotics: 

Labs: address lab results: Address lab results 

Imaging: address imaging results: Address results 

Appropriate Consult: 

1 2 3 4 5 

Novice Advanced Beginner Competent Proficient Expert 

Delayed or incomplete Delayed or incomplete Delayed or incomplete Competent performance Competent performance of all 

performance of all 
criteria 

performance of many performance of some of most criteria criteria 

 criteria criteria   

COMMUNICATION 

Introduction: Introduces self and explains clinical situation 

Communication: Clear and concise orders and directions 

Prioritization: Prioritizes tasks and anticipates further steps 

Leadership: Demonstrates leadership in managing crisis 
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A.  

Consultation: Present consults clearly or instructs another member to call 

1 

Novice 

Delayed or incomplete 

performance of all 

criteria 

2 

Advanced Beginner 

Delayed or 

incomplete 

performance of 
many criteria 

3 

Competent 

Delayed or 

incomplete 

performance of some 
criteria 

4 

Proficient 

Competent performance 

of most criteria 

5 

Expert 

Competent performance of 
all criteria 

OVERALL 

PERFORAMCE 

1 2 3 4 5 
Novice Advanced Beginner Competent Proficient Expert 

All skills require 
significant 

Most skills require Some skills require Some skills require 
minor 

Few, if any skills require 
only 

improvement moderate or significant moderate improvement improvement minor improvement 

 improvement    
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Hi Dr. Hall, 

 

My name is Olivia Nicastro (Liv), I am a program director of a critical care postgraduate training 

program for advanced practice providers (APPs). APP is an umbrella term for nurse practitioners 

(NPs) and physician assistants (PAs).  

I am also a PhD student focusing on my dissertation. I am looking to modify the QSAT for 

validity and reliability for the APP population. This email is seeking your permission for this 

endeavor. I will not move forward without your permission to modify the tool for APPs. 

If you have questions or concerns please let me know. 

 

I have attached the modification I am exploring. 

 

Best, 

Liv 

 

 

Olivia Nicastro, ACNP-BC 

Director, APP Critical Care Fellowship 

Robert Wood Johnson University Hospital 

c. 973-902-1288 

 

 

Email: olivia.nicastro@rwjbh.org 

 
 

 

 

mailto:olivia.nicastro@rwjbh.org


102 
 

 
 

 

 
 

 

 
 

 

 

  



103 

APPENDIX E 

PERMISSION TO USE FIGURE 1: ASSESSMENT 

OF COMPETENCE THEORY 
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APPENDIX F 

 

PUBLISHER PERMISSION TO USE FIGURE 2:  

ANESTHESIA NON-TECHNICAL SKILLS 
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APPENDIX G 

 

PUBLISHER PERMISSION TO USE FIGURE 3: MANAGING 

EMERGENCIES IN PEDIATRIC ANESTHESIA 

GLOBAL RATING SCALE 
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INSTITUTIONAL REVIEW BOARD APPROVAL 
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RECRUITMENT COMMUNICATION 
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E-MAIL

To content experts, 

I am pursuing a doctoral degree in nursing education. I am asking for your expert judgement to 

assess the content validity of the items on the Queens’ Simulation Assessment Tool© (2015) 

modified for Advanced Practice Providers (APP-QSAT). Conceptualization of the modified 

items resulted from a comprehensive literature review to measure clinical competence of 

Advanced Practice Providers. Thank you for your time, I am offering to send you a $15 Amazon 

gift card if you complete the survey. Please read the information in the consent below carefully 

and ask questions about anything you do not understand before deciding whether to participate. 

Demographic information is requested for comparison between participants. 

Study title: THE DEVELOPMENT AND CONTENT VALIDITY OF AN ASSESSMENT 

INSTRUMENT IN SIMULATION FOR ADVANCED PRACTICE PROVIDER 

FELLOWSHIP PROGRAMS: AN EXPLORATORY STUDY 

Student Investigator: Olivia Nicastro Research Advisor: Dr. Kathleen Dunemn 

PURPOSE OF THE STUDY. The purpose of this study is to determine the content validity and 

refine the items on the Advanced Practice Provider-Queen’s Simulation Assessment Tool (APP-

QSAT), an instrument used to measure competence in simulation. 

PROCEDURES You will be provided a link to Qualtrics via email communication to complete 

a 10-question demographic survey along with completing a content validity index survey of the 

Advanced Practice Provider-Queen’s Simulation Assessment Tool (APP-QSAT). 

EXPECTED DURATION The total anticipated time commitment will be a 15-20 minutes or 

less. You will receive a $15 Amazon gift card if you choose to complete the survey. 

RISKS OF PARTICIPATION There are no anticipated risks associated with participation in 

this study, other than those normally encountered when completing surveys about the assessment 

of competence for Advanced Practice Providers (APPs). 
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BENEFITS TO THE SUBJECT There are no direct benefits to you for participating in the 

study.  The information obtained from the study may help evaluate competence of APP fellows 

within simulation. 

CONFIDENTIALITY OF RECORDS Data collection will be collected using Qualtrics. I will 

take every precaution to protect your confidentiality. All identifying information will be removed 

from your responses and you will be assigned a numeric identifier. Data will be kept on a 

password-protected computer located in a locked office. However, due to the nature of an 

electronic survey, confidentially cannot be guaranteed. Qualtrics has specific privacy policies. You 

should be aware that these web services may be able to link your responses to your ID in ways that 

are not bound by this consent form and the data confidentiality procedures used in this study. If 

you have concerns, you should consult these services directly. 

Voluntary Participation: Please understand that your participation is voluntary. You may 

decide not to participate in this study and if you begin participation, you may still decide to stop 

and withdraw at any time. Your decision will be respected and will not result in loss of benefits 

to which you are otherwise entitled. 

Electronic consent: Please take all the time you need to read this document and decide whether 

you would like to participate in this research study. If you decide to participate, your completion 

of the research procedures indicates your consent. You may print this form for your records 

CONTACT INFORMATION FOR QUESTIONS OR PROBLEMS If you have any questions 

about this research project, please feel free to contact Olivia Nicastro E- mail: 

omn2103@gmail.com. If you have any concerns about your selection or treatment as a research 

participant, please contact Laura Martin, Research Compliance Manager, University of Northern 

Colorado at laura.martin@unco.edu.

THE UNIVERSITY OF NORTHERN COLORADO (UNCO) COMMITTEE FOR 

PROTECTION OF HUMAN SUBJECTS HAS REVIEWED AND APPROVED THIS 

PROJECT. RESEARCH PROJECTS THAT ARE CARRIED OUT BY INVESTIGATORS AT 

UNCO ARE GOVERNED BY REQUIREMENTS OF THE UNIVERSITY AND THE 

FEDERAL GOVERNMENT. 

If you decide to participate, your completion of the research procedures indicates your consent. 
Please keep this form for your records. 

QUALTRICS LINK WILL BE HERE 

mailto:nica9155@bears.unco.edu


115 
 

 
Informed Consent Form for Participation in Research 

 
Title of Research Study: THE DEVELOPMENT AND CONTENT VALIDITY OF AN 

ASSESSMENT INSTRUMENT IN SIMULATION FOR ADVANCED PRACTICE PROVIDER 
FELLOWSHIP PROGRAMS: AN EXPLORATORY STUDY 

 
 
Researcher(s): Olivia Nicastro, PhD Graduate School of Nursing  
Phone Number: 973-902-1288 email: omn2103@gmail.com 
Research Advisor: Dr. Kathleen Dunemn      
Phone Number:    email: kathleen.dunemn@unco.edu 
 

Procedures: You will be provided a link to Qualtrics via email communication to complete a 10-
question demographic survey along with completing a content validity index survey of the 
modified Advanced Practice Provider-Queen’s Simulation Assessment Tool (APP-QSAT). 

 
Questions: If you have any questions about this research project, please feel free to contact 
Olivia Nicastro (973-902-1288 E-mail:  omn2103@gmail.com).  If you have any concerns about 
your selection or treatment as a research participant, please contact Laura Martin, Research 
Compliance Manager, University of Northern Colorado at laura.martin@unco.edu or 970-351-
1910. 
   
Voluntary Participation: Please understand that your participation is voluntary. You may 
decide not to participate in this study and if you begin participation, you may still decide to stop 
and withdraw at any time. Your decision will be respected and will not result in loss of benefits to 
which you are otherwise entitled. 
 
 

Use this section if signed consent will NOT be obtained and delete the box above. 
Please take all the time you need to read through this document and decide 
whether you would like to participate in this research study. 
 
If you decide to participate, your completion of the research procedures indicates your 
consent.  Please keep this form for your records. 

 

  

mailto:nica9155@bears.unco.edu
mailto:kathleen.dunemn@unco.edu
mailto:nica9155@bears.unco.edu
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Dear Experts, 

I am asking for your expert judgement to assess the content validity of the items on the Queens’ 

Simulation Assessment Tool© (2015) modified for Advanced Practice Providers (APP-QSAT). 

Conceptualization of the modified items resulted from a comprehensive literature review to 

measure clinical competence of Advanced Practice Providers. This modified tool will be used to 

rate APPs in the Acute Care Setting, using a simulated patient care scenario, to assess their 

competence using the Novice to Expert criteria.   

 

Completion of the content validity index survey and participation in this research study is 

voluntary. If you complete the survey, you confirm that you voluntarily consent to participate in 

this research study. Your identity will be protected, and your name will not be shared with other 

participants. Your participation will assist in the development of a valid and reliable instrument 

for measuring clinical competence of Advanced Practice Providers.   

 

The following definition is used in this study: 

Clinical Competence: competence “entails more than the possession of knowledge, skills and 

attitudes; it requires the ability to apply these in the clinical environment to achieve 

optimal results” (Ten Cate et al., 2010, p. 669). 

 

Novice: Delayed or incomplete performance of all criteria 

Advanced Beginner: Delayed or incomplete performance of many criteria 

Competent: Delayed or incomplete performance of some criteria 

Proficient: Competent performance of most criteria 

Expert: Competent performance of all criteria 

Thank you for your participation, 

 

Olivia Nicastro, ACNP-BC 

Director, APP Critical Care Fellowship 
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Instructions:  

The following Likert scale will be used to evaluate two components of content validity:  

(1) relevance to the construct and (2) wording of the item is clearly communicated. Select one 

answer in each box.  

If you score a 1 or a 2, you will be asked to provide additional comments as rationale for your 

response. 

 
Likert Scale 
1 = not relevant/clear   

2 = somewhat relevant/clear   

3 = quite relevant/clear   

4 = very relevant/clear 

 

Item Relevant to  

Construct 

Clearly 

Communicated 

Comments for 

Consideration 

PRIMARY ASSESSMENT 

ABCDE approach: : (Airway, Breathing, 

Circulation, Disability-GCS, Environment) 
1 2 3 4 1 2 3 4  

Requests monitoring and VS: (HR, 

BP/Spo2/RR/Temp), blood sugar 
1 2 3 4 1 2 3 4  

Rhythm Assessment: Identify the rhythm 1 2 3 4 1 2 3 4  

Identify Problems: Vocalize differentials 1 2 3 4 1 2 3 4  

IV access: assess need 1 2 3 4 1 2 3 4  

Do you feel these components are 

comprehensive to the domain of primary 

assessment? 

Yes or No If No, please provide 

comments 

THERAPEUTIC ACTIONS 

Priority Intervention: e.g. Intubation 1 2 3 4 1 2 3 4  

Medications: administer 1 2 3 4 1 2 3 4  

Labs: address results 1 2 3 4 1 2 3 4  

Imaging: address results 1 2 3 4 1 2 3 4  

Appropriate Consult: vocalizes 1 2 3 4 1 2 3 4  

Do you feel these components are 

comprehensive to the domain of therapeutic 

actions? 

Yes or No If No, please provide 

comments 

COMMUNICATION 

Introduction: introduces self and explains 

clinical situation 
1 2 3 4 1 2 3 4  
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Communication: Clear and concise orders and 

directions 
1 2 3 4 1 2 3 4  

Prioritization: Prioritizes tasks and anticipates 

further steps 
1 2 3 4 1 2 3 4  

Leadership: Demonstrates leadership in 

managing crisis 
1 2 3 4 1 2 3 4  

Consultation: Present consults clearly or 

instructs another member to call 
1 2 3 4 1 2 3 4  

Do you feel these components are 

comprehensive to the domain of 

communication? 

Yes or No If No, please provide 

comments 

 

Are there critical aspects of assessing APP competence that are not included in this survey?  

Thank you for participating in this study.  

DOMAIN SCORING 

1 Delayed or incomplete performance of all 

criteria 

1 2 3 4 1 2 3 4  

2 Delayed or incomplete performance of many 

criteria 

1 2 3 4 1 2 3 4  

3 Delayed or incomplete performance of some 

criteria 

1 2 3 4 1 2 3 4  

4 Competent performance of most criteria  1 2 3 4 1 2 3 4  

5 Competent performance of all criteria  1 2 3 4 1 2 3 4  

Do you feel these 5 levels of scoring are 

comprehensive to the domain scoring? 
Yes or No If No, please provide 

comments 

GLOBAL RATING SCALE  

Novice 

All skills require significant improvement  
1 2 3 4 1 2 3 4  

Advanced Beginner 

Most skills require significant improvement  
1 2 3 4 1 2 3 4  

Competent 

Some skills require moderate improvement  
1 2 3 4 1 2 3 4  

Proficient 

Some skills require minor improvement  
1 2 3 4 1 2 3 4  

Expert 

Few, if any skills require only minor 

improvement 

1 2 3 4 1 2 3 4  

Do you feel these 5 levels of scoring are 

comprehensive to the global rating scale? 
Yes or No If No, please provide 

comments 
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APPENDIX K 

 

DEMOGRAPHIC SURVEY 
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APPENDIX L 

 

FINAL ADVANCED PRACTICE PROVIDERS QUEEN’S  

SIMULATION ASSESSMENT TOOL TEMPLATE  

(ACUTE CARE SETTING) 
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